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Abstract. We prove a general multidimensional invariance principle for a family
of U-statistics based on freely independent non-commutative random variables of
the type Un(S), where Un(x) is the n-th Chebyshev polynomial and S is a standard
semicircular element on a fixedW ∗-probability space. As a consequence, we deduce
that homogeneous sums based on random variables of this type are universal with
respect to both semicircular and free Poisson approximations.

Our results are stated in a general multidimensional setting and can be seen as a
genuine extension of some recent findings by Deya and Nourdin; our techniques are
based on the combination of the free Lindeberg method and the Fourth moment
Theorem.

1. Introduction

Roughly speaking, a universality result (or invariance principle) is a mathemat-
ical statement implying that the asymptotic behaviour of a given random system
does not depend on the distribution of its components.

The aim of this paper is to prove new universality results involving polynomials
in freely independent random variables. We shall also provide explicit comparisons
with several analogous phenomena in the classical setting.

Our basic framework will be the following (see the Section 2 for some relevant
definitions and background results). Let (A, ϕ) be a non-commutative probability
space, and let {Si}i be a collection of freely independent standard semicircular
random variables defined on it. Let d ≥ 2 be an integer, and

QN (x1, . . . , xN ) =
N∑

i1,...,id=1

fN (i1, . . . , id)xi1 · · ·xid
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be a homogeneous polynomial in non-commuting variables of degree d. We shall
assume that the kernels fN : [N ]d → R are mirror symmetric functions.

The following statement contains findings from Kemp et al. (2012, Theorem 1.3,
1.6) (Part A) and from Deya and Nourdin (2014, Theorem 1.3) (Part B):

Theorem 1.1.

A (Fourth moment Theorem) If ϕ
(
QN (S1, . . . , SN )2

)
= 1, and S ∼ S(0, 1)

denotes a standard semicircular random variable, the following statements
are equivalent as N goes to infinity:

(1) QN (S1, . . . , SN )
law−→ S;

(2) ϕ
(
QN (S1, . . . , SN )4

)
−→ ϕ(S4) = 2;

(3) if gN =
N∑

i1,...,id=1

fN (i1, . . . , id)ei1 ⊗ · · · ⊗ eid , with {ej}j an orthonor-

mal basis of L2(R+), all the non trivial contractions of the kernels

gN vanish in the limit, namely ‖gN
r

a gN‖L2(R2m−2r
+ ) −→ 0 for every

r = 1, . . . , d− 1;
B (Universality of semicircular elements) If the kernels fN are symmetric

functions, the following statements are equivalent as N goes to infinity:

(1) QN (S1, . . . , SN )
law−→ S(0, 1);

(2) QN (X1, . . . , XN )
law−→ S(0, 1) for any sequence {Xi}i of freely inde-

pendent centered random variables having unit variance.

In Mossel et al. (2010, Theorem 3.18), the authors established an invariance
principle for multilinear homogeneous polynomials in random variables living on
a classical probability space. The combination with the fourth moment Theorem
Nualart and Peccati (2005, Theorem 1) allowed then to prove that the Gaussian dis-
tribution satisfies a universality phenomenon for homogeneous sums with respect
to the Gaussian approximation (see Nourdin et al. (2010, Theorem 1.2,1.10) for
both the unidimensional and multidimensional frameworks). Similar results have
been established for the discrete Poisson chaos (see Peccati and Zheng (2014, The-
orem 3.4) and Peccati and Zheng (2010)). The fourth moment Theorem was then
extended to Wigner stochastic integrals, both with respect to semicircular and free
Poisson approximations (see Kemp et al. (2012) and Nourdin and Peccati (2013,
Theorem 1.4) respectively). See moreover Nourdin et al. (2011, Theorem 1.3) for a
multidimensional version of the fourth moment Theorem as to semicircular approx-
imations. In Deya and Nourdin (2014) the authors provided an invariance principle
for homogeneous polynomials in freely independent random variables living in a
non-commutative probability space: as a consequence, they were able to deduce
Part B of Theorem 1.1, showing that the semicircular distribution behaves univer-
sally for homogeneous sums (with symmetric kernels) with respect to semicircular
distribution, providing therefore the free counterpart to Nourdin et al. (2010).

In this paper, we are interested in the following three questions, connected to
Part B of the above statement:

(1) are there other “universal laws” verifying the property at Point B? In other
words, is it possible to find another sequence of freely independent r.v.’s
{Yi}i such that if QN (Y1, . . . , YN ) converges in law to a semicircular ele-
ment, then QN (X1, . . . , XN ) has the same asymptotic behaviour for any
other sequence {Xi}i of freely independent random variables?
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(2) Is it possible to prove a similar universality result if we consider the free
Poisson distribution (or other laws) as limit law?

(3) Is it possible to extend Point B of Theorem 1.1 to a multidimensional
setting?

We will provide a positive answer to all the three questions in a unified way. To
this aim, we will introduce the concept of Chebyshev sum: in its simplest form (see
Section 2 for the general definition), a Chebyshev sum is a polynomial of the type

Q
(h)
N (x1, . . . , xN ) =

N∑
i1,...,id=1

fN (i1, . . . , id)Uh(xi1) · · ·Uh(xid),

where Uh(x) denotes the h-th Chebyshev polynomial (of the second kind) on the
interval [−2, 2].

Our main achievements can be summarized as follows:

- In Section 3, we will provide an invariance principle for vectors of Chebyshev
sums of any dimension, having the same nature as the main result of Deya
and Nourdin (2014), which in turn generalizes the findings of Mossel et al.
(2010) to the free probability setting;

- in Section 4, from the invariance principle and considering symmetric ker-
nels, we will prove that vectors of Chebyshev sums based on a semicircular
system are universal with respect to both semicircular and free Poisson ap-
proximations. The semicircular universality result is a genuine extension of
Part B of the Theorem 1.1, showing that semicircular random variables are
universal for homogeneous sums with respect to the semicircular approxi-
mation.

To our knowledge, the Poisson result is the first universality statement
for the Free Poisson law proved in a free setting: in particular, for one-
dimensional vectors, it is the free counterpart to Nourdin et al. (2010). One
should also note that, in the classical case, the only law that is known to
be universal with respect to the Gamma limit is the Gaussian one, whereas
our results allow one to display a new infinite collection of universal distri-
butions with respect to the free Poisson approximations.

More generally, our findings are the first multidimensional universality
results for homogeneous sums proved in a free setting: as such, they com-
plement Nourdin et al. (2010).

To make the presentation more reader-friendly, the most technical proofs are
gathered together in the last section, while the Appendix contains some relevant
statements from the literature.

2. Preliminaries

2.1. Elements of free probability. In the present subsection, we shall summarize the
basic tools and results of free probability theory that will be used in the rest of the
paper. Note that we only aim at giving a brief overview of the subject: the reader
is referred to the fundamental references Nica and Speicher (2006) and Voiculescu
(1985) for a more detailed presentation.

(i) AW ∗-probability space is a pair (A, ϕ), where A is a von Neumann algebra
of operators, with unity 1, and ϕ : A → C is a unital linear functional on
it, satisfying the following properties:
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(1) ϕ is a trace: ϕ(ab) = ϕ(ba) for every a, b ∈ A;
(2) ϕ is positive: if a∗ denotes the adjoint of an element a ∈ A, then

ϕ(aa∗) ≥ 0;
(3) ϕ is faithful: ϕ(aa∗) = 0 implies that a = 0.

(ii) In the literature, customarily one refers to the self-adjoint elements of a
W ∗-probability space as random variables. If a is a random variable in A,
the elements of the sequence {ϕ(am) : m ∈ N} are called the moments of
a. A random variable a with zero mean (ϕ(a) = 0) will be called centered;
if a random variable b is not centered, we call b− ϕ(b)1 the centering of b.

For a random variable a, the spectral radius is defined as
ρ(a) = lim

k→∞
|ϕ(a2k)| 1

2k ; if ρ(a) is finite, then a is called a bounded ran-

dom variable. Indeed, for every bounded random variable a, there exists a
real measure µa with compact support included in [−ρ(a), ρ(a)] (called the
law, or the distribution of a), that allows us to represent the moments of a
(see Nica and Speicher (2006)):

mk(a) = ϕ(ak) =

∫
R

xkµa(dx).

(iii) Thanks to the positivity of the state ϕ, we have the following Cauchy-
Schwarz type inequality: for every a, b ∈ A, |ϕ(ab∗)|2 ≤ ϕ(aa∗)ϕ(bb∗).

(iv) The unital subalgebras A1, . . . ,An of A are said to be freely independent
if, for every k ≥ 1, for every choice of integers i1, . . . , ik with ij 6= ij+1,
and centered random variables aj ∈ Aij , we have ϕ(a1a2 · · · ak) = 0. Ran-
dom variables a1, . . . , an are said to be freely independent if the (unital)
subalgebras they generate are freely independent.

(v) Recall that a partition π of the set [n] = {1, 2, . . . , n} is a collection of
nonempty and pairwise disjoint subsets of [n], whose union is the whole
set [n]. A partition π is said to be non-crossing if, whenever there exist
integers i < j < k < l, with i ∼π k, j ∼π l, then j ∼π k (here, i ∼π j means
that i and j belong to the same block of π). The lattice of the non-crossing
partitions, denoted by NC([n]), is the combinatorial structure underlying
the free probability setting.

(vi) For π ∈ NC([n]), the free cumulant rπ(a) of a random variable a is the
multiplicative function on An satisfying the formula:

mn(a) =
∑

π∈NC([n])

rπ(a),

with rπ(a) =
∏
b∈π

r|b|(a), or equivalently,

rn(a) =
∑

π∈NC([n])

µ(π, 1̂)mπ(a)

with µ(π, 1̂) denoting the Möbius function on the interval [π, 1̂] (see Nica
and Speicher (2006, Chapter 11) for more details). The first four cumulants
are:
(1) r1(a) = ϕ(a), the mean;
(2) r2(a) = m2(a)−m1(a)

2, called the variance;
(3) r3(a) = 2m3

1 +m3 − 3m2m1;
(4) r4(a) = m4 − 2m2

2 + 10m2m
2
1 − 4m1m3 − 5m4

1.
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(vii) A centered random variable s ∈ A is called a semicircular element of pa-
rameter σ2 > 0 (for short, s ∼ S(0, σ2)) if its distribution is the Wigner
semicircle law on [−2σ, 2σ] given by:

S(0, σ2)(dx) =
1

2πσ2

√
4σ2 − x2dx.

If σ = 1, s is called a standard semicircular random variable.
The even moments of a semicircular element s of parameter σ2 are given

by: ∫ 2σ

−2σ

x2mS(0, σ2)(dx) = Cmσ
2m,

with {Cm}m∈N being the sequence of the Catalan numbers, namely Cm =
1

m+1

(
2m
m

)
, while all its odd moments are zero. Equivalently, r1(s) = 0,

r2(s) = σ2 and rn(s) = 0 for all n ≥ 3.
(viii) A random variable X(λ) ∈ A is called a free Poisson element of parameter

λ > 0 if its distribution has the form:

p(λ)(dx) = (1− λ)δ0 + ν̃ for λ ≤ 1,

p(λ)(dx) = ν̃(dx) for λ > 1,

where

ν̃(dx) =
1

2πx

√
4λ− (x− λ− 1)2 1((1−

√
λ)2,(1+

√
λ)2)(dx).

Let us denote by Z(λ) a centered free Poisson random variable of parame-
ter λ, namely Z(λ) = X(λ)− λ1. The moments of Z(λ) are given by:

ϕ
(
Z(λ)m

)
=

m∑
j=1

λjRm,j ,

with Rm,j counting the number of non-crossing partitions in NC([m]) hav-
ing no singletons and having exactly j blocks (see Nica and Speicher (2006)).
In particular, if λ = 1, ϕ

(
Z(1)m

)
= Rm, the m-th Riordan number, count-

ing the number of non-crossing partitions in NC([m]) having no singletons.
Equivalently, r1(Z(λ)) = 0 and rn(Z(λ)) = λ for all n ≥ 2.

(ix) We now discuss Wigner Stochastic integration, a theory first developed in
Biane and Speicher (1998).

For every p : 1 ≤ p <∞, let us denote by Lp(A, ϕ) the space obtained by

completion ofA with respect to the norm ‖a‖p = ϕ(|a|p)
1
p , with |a| =

√
a∗a.

If {At}t≥0 denotes a filtration of unital subalgebras of A (namely,
{At}t≥0 is an increasing sequence of subalgebras: As ⊂ At for s ≤ t ),
we define a free Brownian motion as a collection S = {S(t)}t≥0 of self-
adjoint operators in (A, ϕ) such that:
(1) for every t ≥ 0, S(t) ∼ S(0, t) and S(t) ∈ At;
(2) (stationary increments) for every 0 ≤ t1 < t2, the increment S(t2) −

S(t1) has the same distribution as S(t2 − t1);
(3) (freely independent increments) for every 0 ≤ t1 < t2, the increment

S(t2)− S(t1) is freely independent of At1 .
Let q ≥ 2 be an integer. A function f ∈ L2(Rq+) is said to be mirror

symmetric if f(t1, t2, . . . , tq) = f(tq, . . . , t2, t1) for every t1, . . . , tq ∈ R+.
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More generally, for a complex valued kernel f , we say that f is mirror
symmetric if f(t1, t2, . . . , tq) = f(tq, . . . , t2, t1), for every t1, . . . , tq ∈ R+,

where f(tq, . . . , t2, t1) denotes the complex conjugate of f(tq, . . . , t2, t1). In
the following, we will deal only with real-valued kernels, as in Deya and
Nourdin (2014), since we will appeal to the universality of the semicircular
distribution that has been so far proved only for symmetric kernels.

Given a free Brownian motion S on (A, ϕ), the construction of the
Wigner stochastic integral (that is, the stochastic integral with respect to a
free Brownian motion) requires exactly the same steps as those included in
the definition of the classic Wiener-Itô integrals with respect to a (classical)
Brownian motion.

Definition 2.1. Let f be a simple function in L2(Rq+) vanishing on diago-

nals, namely f =
q∏
j=1

1(aj ,bj), with (aj , bj) pairwise disjoint intervals of the

real line. Then we set:

ISq (f) =
(
S(b1)− S(a1)

)
· · · (S(bq)− S(aq)).

By linearity, the last definition can be extended to every function that
is a finite linear combination of simple functions vanishing on diagonals.
As for the Wiener stochastic integration, for such functions the Wigner
integrals satisfy the isometric relation:

〈ISq (f), ISq (g)〉L2(A,ϕ) = 〈f, g〉L2(Rq
+),

that allows us to define the Wigner integral for any f ∈ L2(Rq+) (by a

density argument). Moreover, it is easy to check that ISq (f) is self-adjoint
if and only if f is mirror symmetric.

The sequence of the Chebyshev polynomials (of the second kind), defined
by the recurrence relation U0(x) = 1, U1(x) = x, Um+1(x) = xUm(x) −
Um−1(x) for every m ≥ 1, is an orthogonal family of polynomials with

respect to the Wigner semicircle law s(dx) =
1

2π

√
4− x2dx on the interval

[−2, 2] (for more details, see Anshelevich (2005); Chihara (1978)). In the
framework of the Wigner stochastic integration, this family of polynomials
play the same role as the Hermite polynomials for the multiple integrals of
Wiener-Itô type (see e.g. Nourdin and Peccati (2012, Chapter 2)).

In particular, for every k ≥ 1 and for every choice of integersm1, . . . ,mk,
it can be shown that (see Anshelevich (2005); Biane and Speicher (1998)):

Um1(Si1)Um2(Si2) · · ·Umk
(Sik) = ISm

(
e⊗m1
i1

⊗ e⊗m2
i2

⊗ · · · ⊗ e⊗mk
ik

)
, (2.1)

provided that i1 6= i2 6= · · · 6= ik, and m = m1 + · · · + mk, with {ej}j
orthonormal basis of L2(R+) and {Sj}j the associated free Brownian mo-
tion, with Sj = IS1 (ej). Note that {Sj}j is a sequence of freely independent
standard semicircular elements.

(x) Last, let us recall the connection between the free Poisson distribution with

integer parameter p and the standard semicircle law. Indeed, U2(S)
law
=

Z(1), and more generally, Z(p)
law
=

∑p
j=1(S

2
j − 1), with S1, . . . , Sp freely in-

dependent standard semicircular elements (see Nourdin and Peccati (2013)).
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2.2. Notation and other preliminaries. Let {xi}i∈N be a sequence of non-commu-
tative variables. In the next definition we shall introduce one of the main objects
of the paper.

Definition 2.2. Let d ≥ 1 be an integer, and h = (h1, . . . , hd) be a vector of
positive integers such that hi = hd−i+1 for every i = 1, . . . , bd2c if d ≥ 2. For every

integer N , let fN : [N ]d → R be a kernel verifying the following properties: 1

(i) mirror symmetry: fN (i1, . . . , id) = fN (id, . . . , i1) for every i1, . . . , id ∈
{1, . . . , N};

(ii) vanishing on diagonals: fN (i1, . . . , id) = 0 whenever ij = ik for j 6= k;
(iii) unit variance:

Var(fN ) = ‖fN‖2 :=
N∑

i1,...,id=1

fN (i1, . . . , id)
2 = 1. (2.2)

Then, we define the Chebyshev sum of orders h = (h1, . . . , hd) and kernel fN by
the formula:

Q
(h)
N (fN ;x1, . . . , xN ) =

N∑
i1,...,id=1

fN (i1, . . . , id)Uh1(xi1) · · ·Uhd
(xid). (2.3)

Note that if we choose hi = 1 for every i = 1, . . . , d, the corresponding Chebyshev
sum is nothing but a homogeneous polynomial QN of degree d:

QN (x1, . . . , xN ) =
N∑

i1,...,id=1

fN (i1, . . . , id)xi1 · · ·xid . (2.4)

Remark 2.3. The condition hi = hd−i+1 may look a bit artificial, but as we will

see, it is needed to ensure that Q
(h)
N (fN ;X1, . . . , XN ) is a self-adjoint polynomial,

for Xj self-adjoint in A.

As in several other papers concerning our subject, many steps in the sequel will
be described in terms of the contraction operators (see, for instance, Bourguin and
Peccati (2014); Deya and Nourdin (2014); Kemp et al. (2012); Peccati and Zheng
(2014); Nourdin et al. (2010)).

Definition 2.4. Let f, g : [N ]d → R. For every r = 1, . . . , d, we define the discrete
star contraction as the function f ?r−1

r g : [N ]2d−2r+1 → R given by:

f ?r−1
r g(t1, . . . , td−r, γ, s1, . . . , sd−r) =

=

N∑
i1,...,ir−1=1

f(t1, . . . , td−r, γ, i1, . . . , ir−1)g(ir−1, . . . , i1, γ, s1, . . . , sd−r);

and, for every q = 0, . . . , d, we define the contraction of order q, f
q

a g : [N ]2d−2q →
R, by the rule:

fN
q

afN (t1, . . . , td−q, s1, . . . , sd−q) =

=
N∑

i1,...,iq=1

fN (t1, . . . , td−q, i1, . . . , iq)fN (iq, . . . , i1, s1, . . . , sd−q).

1Of course the properties (i) and (ii) are non-trivial only if d ≥ 2.
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The contraction operator of the type
r

a can be introduced for elements of the
tensor powers of any (possibly separable) Hilbert space H, extending by linearity
the following definition: for every r = 1, . . . ,min{d, p},(
ei1⊗· · ·⊗eid

) r

a
(
ej1⊗· · ·⊗ejp

)
=
r−1∏
l=0

〈eid−l
, ejl+1

〉ei1⊗· · ·⊗eid−r
⊗ejr+1⊗· · ·⊗ejp ,

(2.5)
where 〈·, ·〉 denotes the inner product on H. In particular:(
ei1⊗· · ·⊗eid

) d

a
(
ej1⊗· · ·⊗ejd

)
= 〈ei1⊗· · ·⊗eid , ejd⊗· · ·⊗ej1〉H⊗d =

d∏
l=1

〈eil , ejd−l+1
〉

(with 〈·, ·, 〉H⊗d denoting the inner product on H⊗d induced by 〈·, ·〉). Moreover

observe that if f ∈ H⊗p and g ∈ H⊗d, then f
r

a g ∈ H⊗p+d−2r.

Example 2.5. If {ei}i is an orthonormal sequence of H, then:

(1) e1 ⊗ e2 ⊗ e3
2

a e3 ⊗ e2 ⊗ e1 = 〈e3, e3〉〈e2, e2〉e1 ⊗ e1 = e1 ⊗ e1;

(2) e1 ⊗ e2 ⊗ e3
1

a e4 ⊗ e2 ⊗ e5 = 〈e3, e4〉e1 ⊗ e2 ⊗ e2 ⊗ e5 = 0.

(3) if fN (i, j) =
1√
N − 2

for i 6= j, and fN (i, i) = 0, then

fN
1

a fN (h, k) =

1 if h 6= k
N − 1

N − 2
if h = k

.

Remark 2.6 (On notation). With a slight abuse of notation and when there is no
risk of confusion, we will use the same symbol a for both the contractions of discrete
kernels and the contraction operation over Hilbert spaces. Similarly, the symbol of
the norm ‖ · ‖ will be used for both the (square root) of the variance of a discrete
kernel (as in (2.2)) and for elements in the Hilbert space. Also in this case, the
nature of the symbol will be clear from the context.

Given a vector of positive integers (h1, . . . , hd) with hi = hd−i+1 for all i =
1, . . . , bd2c, as well as a separable Hilbert space H with orthonormal basis {ei}i∈N,
set m = h1 + · · ·+ hd: to every kernel fN : [N ]d → R, we will canonically associate
the element kN in H⊗m defined by:

kN =
N∑

i1,...,id=1

fN (i1, . . . , id)e
⊗h1
i1

⊗ · · · ⊗ e⊗hd
id

. (2.6)

Remark 2.7. In view of the constraints on (h1, . . . , hd), kN is mirror symmetric (as
a function of m variables) if and only if fN is mirror symmetric (as a function of d
variables).

One of the staples of the entire paper is the following explicit connection between
the norms of the contractions of the kernel kN defined in (2.6) and the norms of
the kernel fN (as defined in (2.2)), whose proofs are straightforward.

Proposition 2.8. If d ≥ 1, for any integer N ≥ 1, fix integers h1, . . . , hd ≥ 1
such that hi = hd−i+1 for every i = 1, . . . ,

⌊
d
2

⌋
(if d ≥ 2) 2. Consider the mirror

2To simplify the notation, we will omit the subscripts for the norms ‖kN
r
a kN‖H⊗(2m−2r) .
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symmetric kernel given in (2.6) in H⊗m, where m = h1+ · · ·+hd, and with mirror
symmetric kernel fN over [N ]d. Then, for every r = 1, . . . ,m− 1:

(i) if r = h1 + · · ·+ hq, for q = 1, . . . , d− 1,

‖kN
r

a kN‖ = ‖fN
q

a fN‖;

(ii) if r =
q−1∑
j=1

hj + t, for some t = 1, . . . , hq − 1 and q = 1, . . . , d,

‖kN
r

a kN‖ = ‖fN ?q−1
q fN‖.

Proposition 2.9. Let d ≥ 1. For fixed positive integers h1, . . . , hd with hi = hd−i+1

for every i = 1, . . . ,
⌊
d
2

⌋
(if d ≥ 2), and such that h1+ · · ·+hd is even, consider the

kernel kN given in (2.6). Then, if α =
h1 + · · ·+ hd

2
,

(i) if d is even (and so h1 + · · ·+ hd = 2(h1 + · · ·+ h d
2
)),

‖kN
α

a kN − kN‖ = ‖fN
d
2

a fN − fN‖;
(ii) if d is odd, (and therefore h1 + · · ·+hd = 2(h1 + · · ·+h d−1

2
)+h d+1

2
is even

if and only if h d+1
2

is even),

‖kN
α
_ kN − kN‖ = ‖fN ?

d−1
2

d+1
2

fN − fN‖.

3. Main results

3.1. Free Lindeberg principle. From now on, we fix a W ∗-probability space (A, ϕ)
(see Nica and Speicher (2006); Voiculescu (1985)).

In this section, we are going to follow the approach initiated in Mossel et al.
(2010), leading us to state an invariance principle for vectors of Chebyshev sums in
freely independent random variables.

The result we are presenting is based on the free version of the celebrated Lin-
deberg method and it can be seen as a generalization of the invariance principle for
homogeneous sums of free random variables, proved in Deya and Nourdin (2014)
(see Theorem 3.2 in the sequel). In this paper, the authors extended to the free
setting a particular case of the invariance principle for multilinear homogeneous
sums with low influences established in Mossel et al. (2010).

As in the previously quoted references, of particular interest for us is the notion
of “influence”: influence functions play a prominent role in Mossel et al. (2010),
where the authors extend the Lindeberg method to a non-linear setting, in order
to settle a number of conjectures involving the combinatorial analysis of Boolean
functions. Low-influence functions were then applied in Nourdin et al. (2010) to
obtain universality results in classical setting. See also Rotar′ (1979) for some
earlier related results.

Let fN : [N ]d → R be mirror symmetric, vanishing on diagonals and having unit
variance. For every i = 1, . . . , N , the i-th influence function associated with fN is
defined as:

Infi(fN ) =
d∑
l=1

N∑
j1,...,jd−1=1

fN (j1, . . . , jl−1, i, jl, . . . , jd−1)
2 . (3.1)
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Note that, if fN is symmetric, the influence function has the expression

Infi(fN ) = d
N∑

j1,...,jd−1=1

fN (i, j1, . . . , jd−1)
2.

Moreover, if ‖fN‖2 = 1, then
N∑
i=1

Infi(fN ) = d.

Remark 3.1. In the framework of classical probability, the definition of influence
function is slightly different (see Nourdin and Peccati (2012, Chapter 11)); more-
over, in this case it is possible to give a nice probabilistic interpretation of Infi(fN )
as the measure of the influence that the variable Xi has on the overall fluctuations
of the statistic QN (X1, . . . , XN ), as suggested by the formula:

(d!)2Infi(fN ) = E[V ar(QN (X1, . . . , XN )|Xj , j 6= i)],

where (X1, . . . , XN ) is a vector of centered independent random variables having
unit variance, and where we have used the notation:

V ar(QN (X1, . . . , XN )|Xj , j 6= i) =

= E[
(
QN (X1, . . . , XN )− E[QN (X1, . . . , XN )|Xj , j 6= i]

)2|Xj , j 6= i].

The following result is the starting point of our analysis.

Theorem 3.2 (See Deya and Nourdin (2014)). Let (A, ϕ) be a W ∗-probability
space. Let X = {Xi}i and Y = {Yi}i be two sequences of centered freely indepen-
dent random variables, with unit variance, such that X and Y are freely indepen-
dent. Suppose moreover that the {Xi}i (respectively {Yi}i) are either identically
distributed or have uniformly bounded moments, that is:

sup
i≥1

ϕ(|Xi|r) <∞ ( resp. sup
i≥1

ϕ(|Yi|r) <∞)∀r ≥ 1.

If QN denotes the homogeneous sum as in (2.4), with mirror symmetric kernel,
then:

ϕ
(
QN (X1, . . . , XN )m

)
− ϕ

(
QN (Y1, . . . , YN )m

)
= O

(
(τN )

1
2

)
(3.2)

for any integer m ≥ 1, where τN = max
i=1,...,N

Infi(fN ).

Let d ≥ 2 be an integer. For fixed integers h1, . . . , hd ≥ 1, with hj = hd−j+1 for

j = 1, . . . , bd2c, let X = {Xi}i be a sequence of freely independent random variables
on (A, ϕ) such that Uhj (Xi) is a centered random variable with unit variance,
for every i and every j = 1, . . . , d. We will consider sequences of homogeneous

sums QN , whose argument is given by the vector X (N) =
(
X 1, . . . ,XN

)
, with

X i = (Xi,1, . . . ,Xi,d) and Xi,j = Uhj
(Xi), namely:

X i =
(
Uh1(Xi), . . . , Uhd

(Xi)
)
. (3.3)

We write:

QN
(
X (N)

)
=

N∑
i1,...,id=1

fN (i1, . . . , id)Xi1,1Xi2,2 · · · Xid,d

=
N∑

i1,...,id=1

fN (i1, . . . , id)Uh1
(Xi1) · · ·Uhd

(Xid)

= Q
(h)
N (fN ;X1, . . . , XN )
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(namely the j-th element in each summand is the j-th element in X ij ).

Remark 3.3. This further notation for Chebyshev sums facilitates the connection
between our approach and the findings in Mossel et al. (2010), where the authors
deal with homogeneous sums in sequences of ensembles. It also simplifies the no-
tation used in the proofs.

Example 3.4. It is obvious that a standard semicircular random variable S satisfies
the assumptions ϕ(Un(S)2) = 1 and ϕ(Un(S)) = 0 for every integer n ≥ 1. Anyway,
there exist some other non trivial examples: for instance, let d = 2 and choose
h1 = h2 = 2. For a bounded random variable X, the constraints ϕ(U2(X)) = 0 and
ϕ(U2(X)2) = 1 give ϕ(X2) = 1 and ϕ(X4) = 2, so X can be any centered random
variable with unit variance and zero free fourth cumulant r4 (say, a free mesokurtic
variable). For instance, we can choose a centered free Poisson variable Z(1) with
parameter one, and a free symmetric Bernoulli variable freely independent of Z(1),
say Y ∼ 1

2 (δ1 + δ−1), so that r2(Y ) = 1 and r4(Y ) = −1 (see Nica and Speicher

(2006)). Therefore X = 1√
2
(Z(1) + Y ) is a centered random variable satisfying the

desired hypotheses.

In order to properly develop our version of the Lindeberg method (stated in the
next theorem), we need to introduce some auxiliary sequences of vectors. To this
aim, if {Yi}i is a sequence of freely independent centered random variables with
unit variance, freely independent of {Xi}i, for every i = 1, . . . , N set:

ZN,(i) = Z(i) = (Z
(i)
1 , . . . ,Z

(i)
N ) = (Y 1, . . . ,Y i−1,X i, . . . ,XN ), (3.4)

where Y j is the vector consisting of d copies of Yj . In particular Z(1) = X (N) and

Z(N) = (Y 1, . . . ,Y N ).
For the reader’s convenience, we shall restate in the appendix some useful results

from Deya and Nourdin (2014) and Kargin (2007), to which we will often refer to
(for instance, the rule for the binomial expansion for free random variables).
Let us fix some further notation. If n ≥ 2, for any integer N and j = 1, . . . , n, con-

sider a kernel f
(j)
N : [N ]d → R that is mirror symmetric, vanishing on diagonals and

with unit variance, as well as the homogeneous polynomial in the non-commuting
variables x1, . . . , xN :

Q
(j)
N (x1, . . . , xN ) =

N∑
i1,...,id=1

f
(j)
N (i1, . . . , id)xi1 · · ·xid . (3.5)

The invariance principle we are interested in concerns vectors of the type(
Q

(1)
N (X (N)), . . . , Q

(n)
N (X (N))

)
, where X = {Xi}i is a sequence of freely indepen-

dent centered random variables, with unit variance, belonging to the fixed W ∗-

probability space (A, ϕ), and X (N) is defined as in (3.3).
The asymptotic behaviour of such a vector will be controlled by means of the

influence functions (as defined in (3.1)). In particular, we will extensively use the

quantities τ
(j)
N = max

i=1,...,N
Infi(f

(j)
N ), for j = 1, . . . , n.

Note that the our multidimensional invariance principle will be stated for Cheby-
shev sums with mirror symmetric kernels, but to derive from it the universal laws
we will have to deal only with fully symmetric kernels.

Keeping the above notation, the forthcoming Theorem 3.5 states an invari-
ance principle for vectors of homogeneous sums with low influence, whose proof
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is given in detail in the last section. Note that the bound we provide is of the
same nature as the ones given in Nourdin et al. (2010, Theorem 4.1). In order
to simplify the notation, we shall make use of the usual multi-index notation: for
m = (m1, . . . ,mn) ∈ Nn, and given a vector of random variables Q = (Q1, . . . , Qn),
we set for short

Qm := Qm1
1 Qm2

2 · · ·Qmn
n .

Theorem 3.5. If d ≥ 1, let h1, . . . , hd be positive integers with hi = hd−i+1 for
i = 1, . . . , bd2c (if d ≥ 2). Let X = {Xi}i be a sequence of freely independent random
variables such that Uhj (Xi) is centered and has unit variance. Consider the vector

of Chebyshev sums Qn(X (N)) = (Q
(1)
N (X (N)), . . . , Q

(n)
N (X (N))) with Q

(j)
N of degree

d and with mirror symmetric kernels f
(j)
N : [N ]d → R, vanishing on diagonals

and having unit variance. Let Y = {Yj}j be a sequence of freely independent
centered random variables, with unit variance and freely independent of X. Assume
further that X and Y are both sequences of identically distributed elements or
elements with uniformly bounded moments. For every integer k ≥ 1, for every
choice of vectors of nonnegative integers ms = (ms,1, . . . ,ms,n), for s = 1, . . . , k,

if Qn(Y ) = (Q
(1)
N (Y ), . . . , Q

(n)
N (Y )), then:

ϕ
(
Qn(X

(N))m1Qn(X
(N))m2 · · ·Qn(X

(N))mk
)
− ϕ

(
Qn(Y )m1Qn(Y )m2 · · ·Qn(Y )mk

)
= O

(
max

j=1,...,n
(τ

(j)
N )

1
2
)

(3.6)

Remark 3.6. The complete proof of Theorem 3.5 is given in Section 4.2. Here we
wish to give some intuition about its structure. As anticipated, the key of our

approach consists in considering the vectors Z(i) = (Y 1, . . . ,Y i−1,X i, . . . ,XN ),
with Y i = (Yi, . . . , Yi)︸ ︷︷ ︸

d times

and X i = (Uh1(Xi), . . . , Uhd
(Xi))

3. As a consequence, one

can write:

ϕ
(
Qn(X

(N))m1Qn(X
(N))m2 · · ·Qn(X

(N))mk
)

− ϕ
(
Qn(Y )m1Qn(Y )m2 · · ·Qn(Y )mk

)
= (3.7)

=
N∑
i=1

ϕ
(
Qn(Z

(i))m1Qn(Z
(i))m2 · · ·Qn(Z

(i))mk
)

− ϕ
(
Qn(Z

(i+1))m1Qn(Z
(i+1))m2 · · ·Qn(Z

(i+1))mk
)

=
N∑
i=1

ϕ
((
W

(i)
1 + V

(i)
1 (X i)

)m1,1 · · ·
(
W (i)

n + V (i)
n (X i)

)mk,n
)
−

ϕ
((
W

(i)
1 + V

(i)
1 (Y i))

)m1,1 · · ·
(
W (i)

n + V (i)
n (Y i)

)mk,n
)
,

where Qn(Z
(i)) = (Q

(1)
N (Z(i)), . . . , Q

(n)
N (Z(i))) and, for every j = 1, . . . , n, we have

set Q
(j)
N (Z(i)) =W

(i)
j +V

(i)
j (X i), withW

(i)
j , V

(i)
j (X i) self-adjoint operators defined

by:

W
(i)
j =

∑
i1,...,id∈[N ]\{i}

f
(j)
N (i1, . . . , id)Z

(i)
i1,1

· · ·Z(i)
id,d

3We drop the dependence on N to simplify the notation.
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(that is, W
(i)
j is obtained by gathering together the summands where no Uhp(Xi)

appears), and

V
(i)
j (X i) =

d∑
l=1

∑
i1,...,id−1
∈[N ]\{i}

f
(j)
N (i1, . . . , il−1, i, il, . . . , id−1)Z

(i)
i1,1

· · ·

· · ·Z(i)
il−1,l−1Uhl(Xi)Z

(i)
il,l+1 · · ·Z

(i)
id−1,d

.

Similarly, we set:

V
(i)
j (Y i) =

d∑
l=1

∑
i1,...,id−1
∈[N ]\{i}

f
(j)
N (i1, . . . , il−1, i, il, . . . , id−1)Z

(i)
i1,1

· · ·

· · ·Z(i)
il−1,l−1YiZ

(i)
il,l+1 · · ·Z

(i)
id−1,d

.

The conclusion is then obtained by showing that either the summands in (3.7)

cancel out, either they are zero, either they are of the order of max
j=1,...,n

(τ
(j)
N )

1
2 .

In the next example, we will show how one can control the expression (3.7) for
a precise choice of parameters.

Example 3.7. Consider d = 3, k = 1, n = 2,m1,1 = 2,m1,2 = 1. Then, for every
fixed i = 1, . . . , N , in the expansion for

ϕ
(
(W

(i)
1 + V

(i)
1 (X (N)))2(W

(i)
2 + V

(i)
2 (X (N)))

)
we will have the sum of the following 8 items:

(1) ϕ
(
(W

(i)
1 )2W

(i)
2

)
, that will be canceled out in the difference (3.7) with the

same expectation coming from ϕ
(
(W

(i)
1 + V

(i)
1 (Y ))2(W

(i)
2 + V

(i)
2 (Y ))

)
;

(2) ϕ
(
(W

(i)
1 )2V

(i)
2 (X (N))

)
;

(3) ϕ
(
W

(i)
1 V

(i)
1 (X (N))W

(i)
2

)
;

(4) ϕ
(
W

(i)
1 V

(i)
1 (X (N))V

(i)
2 (X (N))

)
;

(5) ϕ
(
V

(i)
1 (X (N))W

(i)
1 W

(i)
2

)
;

(6) ϕ
(
V

(i)
1 (X (N))W

(i)
1 V

(i)
2 (X (N))

)
;

(7) ϕ
(
V

(i)
1 (X (N))2W

(i)
2

)
;

(8) ϕ
(
V

(i)
1 (X (N))2V

(i)
2 (X (N))

)
.

It is easily seen by calculation that the items 2, 3, and 5 are always zero. The items
4,6, and 7, are sums of terms that are either zero or cancel with the corresponding

terms in ϕ
(
(W

(i)
1 +V

(i)
1 (X (N)))2(W

(i)
2 +V

(i)
2 (X (N)))

)
. For instance, if we consider

the fourth item, we will have (among other summands that equal zero):∑
i1,i2,i3 6=i

k1,k2 6=i,l1,l2 6=i

f
(1)
N (i1, i2, i3)f

(1)
N (k1, k2, i)f

(2)
N (i, l1, l2)

× ϕ
(
Zi1Zi2Zi3Zk1Zk2Uh3(Xi)Uh1(Xi)Zl1Zl2

)
,
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which becomes (remember that h1 = h3):∑
i1,i2,i3 6=i

k1,k2 6=i,l1,l2 6=i

f
(1)
N (i1, i2, i3)f

(1)
N (k1, k2, i)f

(2)
N (i, l1, l2)

× ϕ
(
Zi1Zi2Zi3Zk1Zk2Uh1

(Xi)
2Zl1Zl2

)
=

∑
i1,i2,i3 6=i

f
(1)
N (i1, i2, i3)f

(1)
N (i3, i2, i)f

(2)
N (i, i2, i1)ϕ

(
Z3
i2

)
. (3.8)

On the other hand, the same computations yield∑
i1,i2,i3 6=i

k1,k2 6=i,l1,l2 6=i

f
(1)
N (i1, i2, i3)f

(1)
N (k1, k2, i)f

(2)
N (i, l1, l2)ϕ

(
Zi1Zi2Zi3Zk1Zk2Y

2
i Zl1Zl2

)
=

∑
i1,i2,i3 6=i

f
(1)
N (i1, i2, i3)f

(1)
N (i3, i2, i)f

(2)
N (i, i2, i1)ϕ

(
Z3
i2

)
, (3.9)

so that (3.8) and (3.9) cancel each other in (3.7). Note that by the traciality of
the state ϕ, the computations required for the items 4,6 and 7 are similar, the only
difference being in the occurring kernels.

The case to pay more attention to is the item 8. In this case, a priori, we cannot
say anything about its value, because it may depend on the distribution of Uhj (Xi).
Indeed, by linearity, traciality property of ϕ and by the rule of free independence,
the only non trivial case to be considered is:∑

i1,i2 6=i
l1,l2 6=i
k1,k2 6=i

f
(1)
N (i1, i, i2)f

(1)
N (l1, i, l2)f

(2)
N (k1, i, k2)

× ϕ
(
Zi1Uh2(Xi)Zi2Zl1Uh2(Xi)Zl2Zk1Uh2(Xi)Zk2

)
when i2 = l1, l2 = k1, k2 = i1. Indeed, in this case,

ϕ
(
Zi1Uh2(Xi)Zi2Zl1Uh2(Xi)Zl2Zk1Uh2(Xi)Zk2

)
= ϕ

(
Uh2(Xi)

3
)
.

Similarly, replacing X (N) with Y , we will have

ϕ
(
Zi1Yi(Xi)Zi2Zl1YiZl2Zk1YiZk2

)
= ϕ

(
Y 3
i

)
.

Example 3.8. Consider the case n = d = 2, and the kernels:

(1)

f
(1)
N (i, j) =


1√

2N − 2
if i 6= j, i = 1 ∨ j = 1

0 otherwise;

(2)

f
(2)
N (i, j) =

0 if i = j
1√

N(N − 1)
if i 6= j ;

(3)

f
(3)
N (i, j) =


1√

(N − 1)(N − 2)
if i 6= j and i, j 6= 1

0 otherwise ;

Note that ‖f (j)N ‖2 = 1 for all j = 1, 2, 3. Simple computations yield that
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(1) Inf1(f
(1)
N ) = 1 and Infj(f

(1)
N ) =

1

N − 1
for j = 2, . . . , N ;

(2) Infi(f
(2)
N ) =

2

N
for every i = 1, . . . , N ,

(3) Inf1(f
(3)
N ) = 0, and Infj(f

(3)
N ) =

2

N − 1
for all j = 2, . . . , N ,

which in turn imply that τ
(1)
N = 1, τ

(2)
N = 2

N and τ
(3)
N = 2

N−1 . Therefore, for

Chebyshev sums Q
(1)
N , Q

(2)
N , and Q

(3)
N with kernels f

(1)
N , f

(2)
N , f

(3)
N respectively, for

any N ≥ 1 and k ≥ 1, one has:

ϕ
((
Q

(1)
N (X (N))

)m1,1
(
Q

(2)
N (X (N))

)m2,1 · · ·
(
Q

(1)
N (X (N))

)m1,k
(
Q

(2)
N (X (N))

)m2,k
)
−

ϕ
((

Q
(1)
N (Y )

)m1,1
(
Q

(2)
N (Y )

)m2,1 · · ·
(
Q

(1)
N (Y )

)m1,k
(
Q

(2)
N (Y )

)m2,k
)

= O
(
1
)

and so we cannot deduce any universal behaviour, while

ϕ
((
Q

(2)
N (X (N))

)m1,1
(
Q

(3)
N (X (N))

)m2,1 · · ·
(
Q

(2)
N (X (N))

)m1,k
(
Q

(3)
N (X (N))

)m2,k
)

− ϕ
((
Q

(2)
N (Y )

)m1,1
(
Q

(3)
N (Y )

)m2,1 · · ·
(
Q

(2)
N (Y )

)m1,k
(
Q

(3)
N (Y )

)m2,k
)
= O

( 1√
N − 1

)
.

3.2. Convergence results. The results of this subsection are not based on the Lin-
deberg principle. Indeed, the forthcoming Theorems 3.10 and 3.11 aim to state the
fourth moment Theorem for Chebyshev sums in terms of the contraction operators,
for semicircular and free Poisson limit respectively (see Kemp et al. (2012, Theo-
rems 1.3 and 1.6) and Nourdin and Peccati (2013)). The following auxiliary lemma
(whose proof requires only simple computations), is inspired by Peccati and Zheng
(2014, Proposition 4.1.) and will be useful in the sequel.

Lemma 3.9. Let d ≥ 2 and fN : [N ]d → R be a mirror symmetric kernel, vanishing
on diagonals. For every q = 1, . . . , d− 1, we have:

‖fN
q

a fN‖ ≥ ‖fN ?qq+1 fN‖,

‖fN
d−1

a fN‖ ≥ ‖fN ?01 fN‖.

Theorem 3.10. Let {Si}i be a sequence of freely independent standard semicircular
elements in (A, ϕ). If d ≥ 2, fix integers h1, . . . , hd ≥ 1, with hi = hd−i+1 for all

i = 1, . . . , bd2c and let Q
(h)
N (fN ; ·) be the corresponding Chebyshev sum, as in (2.3).

The following conditions are equivalent as N goes to infinity:

(1) Q
(h)
N (fN ;S1, . . . , SN ) converges in law to a standard semicircular random

variable S ∼ S(0, 1);
(2) for every q = 1, . . . , d− 1, lim

N→∞
‖fN

q

a fN‖ = 0.

Proof : Assume that 1 holds. Then, by virtue of the identity (2.1), it is sufficient to
remark that
Q

(h)
N (fN ;S1, . . . , SN ) = ISm(kN ), with m = h1+ · · ·+hd, and kN the kernel given by

(2.6). At this point, the fourth moment Theorem (see Theorem A.1) guarantees the

vanishing of the non trivial contractions ‖kN
r

a kN‖, for r = 1, . . . ,m− 1. Thanks

to Proposition 2.8, this in turn implies that the norm ‖fN
q

a fN‖ vanishes in the
limit for every q = 1, . . . , d− 1.
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To show the converse, it is sufficient to repeat the same reasoning but keeping
in mind also the Lemma 3.9. �

Theorem 3.11. Let {Si}i be a sequence of freely independent standard semicircular

elements in (A, ϕ), and Q(h)
N (fN ; ·) be a Chebyshev sum as defined in (2.3), with

both d and h1+· · ·+hd even integers. Let Z(λ) be a centered free Poisson distributed
random variable with parameter λ > 0 such that:

lim
N→∞

ϕ
((
Q

(h)
N (fN ;S1, . . . , SN )

)2)
= λ. (3.10)

The following conditions are equivalent as N → ∞:

(i) Q
(h)
N (fN ;S1, . . . , SN ) converges in law to Z(λ);

(ii) (1) for every q = 1, . . . , d− 1, q 6= d

2
, lim
N→∞

‖fN
q

a fN‖ = 0;

(2) lim
N→∞

‖fN ?
d
2
d
2+1

fN‖ = 0, and lim
N→∞

‖fN
d
2

a fN − fN‖ = 0.

Proof : Again, Q
(h)
N (fN ;S1, . . . , SN ) = ISm(kN ), withm = h1+· · ·+hd, and kN as in

(2.6). Now simply apply Theorem A.2, together with Proposition 2.8, Proposition
2.9 and Lemma 3.9. �

Remark 3.12 (On the parity of d.). Let us remark that for the convergence
of a Chebyshev sum towards the free Poisson law, it is not sufficient that the
sum of the orders h1, . . . , hd is even. Indeed, if d is odd and we assume that

Q
(h)
N (fN ;S1, . . . , SN ) = ISm(kN ) converges to Z(λ), then we would have ‖kN

r

a kN‖
vanishing in the limit for every r = 1, . . . ,m − 1, r 6= m

2
. In particular, if r =

h1 + · · · + h d−1
2
, ‖kN

r

a kN‖ = ‖fN
d−1
2

a fN‖ would tend to zero. By virtue of

Lemma 3.9, this would imply that ‖fN ?
d−1
2

d+1
2

fN‖ tends to zero. On the other hand,

‖fN ?
d−1
2

d+1
2

fN‖ = ‖kN
m
2

a kN‖, that should not tend to zero, yielding a contradiction.

Hence we are able to establish conditions for the convergence of a Chebyshev
sum towards the free Poisson law only if both d and h1+ · · ·+hd are even integers.

Remark 3.13. From Theorem 3.10 and Theorem 3.11 with hj = 2 for every j =

1 . . . , d and with d even, since U2(S)
law
= Z(1), we can deduce explicit conditions

for the convergence of a sequence of homogeneouos sums as in (2.4) based on a
sequence {Zi}i of freely independent and centered random variables with free Pois-
son distribution of parameter 1, towards the semicircular law (generalizing to the
free setting the findings of Peccati and Zheng (2014)) and the free Poisson law (if
d is even). See moreover Bourguin and Peccati (2014, Theorem 4.1) for a general
fourth moment statement for Free Poisson multiple integrals.

3.3. Universality results. As straightforward consequences of the invariance prin-
ciple stated in Section 3.1, we will derive possible universal limit laws for vectors
of homogeneous sums. They will have the same nature as Nourdin et al. (2010,
Theorem 7.2), where the authors prove that the normal distribution is universal
for vectors of homogeneous sums with respect to multivariate Gaussian approxima-
tions.
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To this aim, let the above notation for vectors of Chebyshev sums prevail, except
that from now on we shall assume that their kernels fN are fully symmetric func-
tions. In particular, if d ≥ 2, consider fixed integers h1, . . . , hd with hi = hd−i+1 for
i = 1, . . . , bd2c, and a sequence X = {Xi}i of freely independent centered random

variables such that ϕ(Uhj (Xi)) = 0 and ϕ(Uhj (Xi)
2) = 1 for all j = 1, . . . , d and for

every i. Recall that if X (N) = (X 1, . . . ,Xn), with X i = (Uh1(Xi), . . . , Uhd
(Xi))

for all i, then:

QN (X (N)) =

N∑
i1,...,id=1

fN (i1, . . . , id)Uh1(Xi1) · · ·Uhd
(Xid).

Let us denote by NC2([n]) the set of all the non-crossing pairings of [n] =
{1, 2, . . . , n}, that is the set of all non-crossing partitions of the set [n] where each
block has exactly two elements. Of course, NC2([n]) is empty if n is odd, while it
has Cn

2
elements if n is even (see Nica and Speicher (2006)). If (s1, . . . , sn) is a

semicircular system with covariance ϕ(sisj) = Ci,j such that the matrix C = (Ci,j)
is positive definite, the joint moments of s1, . . . , sn are completely determined by C
according to the following Wick-type formula (see Nica and Speicher (2006)): for
every m and every integers i1, . . . , im ∈ [n],

ϕ(si1si2 · · · sim) =
∑

π∈NC2([m])

∏
(r,p)∈π

ϕ(sirsip).

Theorem 3.14. Let d ≥ 2, and let S = {Si}i be a sequence of freely independent
standard semicircular random variables. Let (s1, . . . , sn) be a standard semicircular
vector, with covariance ϕ(sisj) = Ci,j for every i, j = 1, . . . , n. Suppose moreover
that:

lim
N→∞

ϕ
(
Q

(i)
N (S(N))Q

(j)
N (S(N))

)
= Ci,j ,

with S(N) = (S1, , . . . ,SN ), and Sj = (Uh1(Sj), . . . , Uhd
(Sj)). Then the following

assertions are equivalent as N goes to infinity:

(i) Q
(j)
N (S(N))

law−→ sj, for every j = 1, . . . , n;

(ii) (Q
(1)
N (X), . . . , Q

(n)
N (X))

law−→ (s1, . . . , sn) for every sequence X = {Xi}i of
freely independent and identically distributed centered random variables with
unit variance.

Proof :

(i) ⇒ (ii) Thanks to Nourdin et al. (2011, Theorem 1.3), the hypotheses

Q
(j)
N (S(N))

law−→ S(0, Cj,j) for all j = 1, . . . , n are equivalent to the joint

convergence (Q
(1)
N (S(N)), . . . , Q

(n)
N (S(N)))

law−→ (s1, . . . , sn). In particular,

we have that ‖f (j)N

d−1

a f
(j)
N ‖ → 0 for every j, and therefore τ

(j)
N → 0 for

j = 1, . . . , n as N goes to infinity (see Lemma 4.1). This in turn trivially

implies that max
j=1,...,n

τ
(j)
N → 0 and the conclusion follows by Theorem 3.5.

(ii) ⇒ (i) In particular we have (Q
(1)
N (S), . . . , Q

(n)
N (S))

law−→ (s1, . . . , sn), with S
denoting a sequence of freely independent standard semicirular

elements. But this implies that max
j=1,...,n

τ
(j)
N → 0, yielding first
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(Q
(1)
N (S(N)), . . . , Q

(n)
N (S(N)))

law−→ (s1, . . . , sn) by virtue of Theorem 3.5,
and then the desired componentwise convergence.

�
By very similar arguments, assuming that d is even and by keeping in mind in

particular the relation (4.2), it is possible to give immediate proof of the following
statement concerning free Poisson approximation for vectors of Chebyshev sums.

Theorem 3.15. Let d ≥ 2 be even. Let S = {Si}i be a sequence of freely inde-
pendent standard semicircular random variables. Let (s1, . . . , sn) be a semicircular
system, with ϕ(sisj) = Ci,j, and set zj = s2j − 1, so that zj is a centered free Pois-

son random variable with parameter 1. Assume that Q
(j)
N is a homogeneous sum

of even degree d and assume that h1 + · · · + hd is even. If S(N) = (S1, . . . ,SN ),
Sj = (Uh1(Sj), . . . , Uhd

(Sj)), the following assertions are equivalent as N goes to
infinity:

(i) (Q
(1)
N (S(N)), . . . , Q

(n)
N (S(N)))

law−→ (z1, . . . , zn);

(ii) (Q
(1)
N (X), . . . , Q

(n)
N (X))

law−→ (z1, . . . , zn) for every sequence X = {Xi}i of
freely independent and identically distributed centered random variables with
unit variance.

Remark 3.16. So far, it is known that componentwise convergence of multiple
Wigner integrals towards the semicircular law implies the joint convergence (see
Nourdin et al. (2011, Theorem 1.3)), but similar results are still missing for free
Poisson approximation. This is the reason why, in Theorem 3.15, we assume the

joint convergence of the vector (Q
(1)
N (S(N)), . . . , Q

(n)
N (S(N))).

Remark 3.17. If we set hj = h for all j = 1, . . . , d, the previous universality results
state that sequences of the type {Uh(Si)}i (belonging to the h-th Wigner chaos)
behave universally (for vectors of homogeneous sums) with respect to both semi-
circular and free Poisson approximation (if d is even), generalizing the universality
results established in Deya and Nourdin (2014, Theorem 1.4), corresponding to the
case h = 1.

In particular, if h = 2, the corresponding universality statements concerns vec-
tors of homogeneous sums based on a sequence of centered free Poisson random
variables of parameter 1, with respect to both semicircular and free Poisson ap-
proximation (when d is an even integer).

Remark 3.18. Since the conditions required to the kernels of Q
(h)
N (fN ;S1, . . . , SN )

for the convergence towards the semicircular and the free Poisson laws do not de-
pend on the choice of the orders (h1, . . . , hd), we can conclude that the convergence
of a vector of Chebyshev sums of given orders (h1, . . . , hd), based on a semicircular
system, towards both the semicircular and the free Poisson law, is equivalent to
the convergence towards that laws for any other vector of Chebyshev sums with
the same kernels. In particular, this holds true for homogeneous sums based on the
h-th Chebyshev polynomial, for a given h ≥ 1. We are going to make explicit these
remarks only in the one dimensional case for notational convenience.

Corollary 3.19. Let QN be the homogeneous sum defined in (2.4), with d ≥ 2
and symmetric kernel, and let {Si}i be a sequence of freely independent standard
semicircular random variables. The following assertions are equivalent as N goes
to infinity:
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(i) there exist integers h1, . . . , hd, with hi = hd−i+1 for i = 1, . . . , bd2c, such
that

QN (Uh1(S1), . . . , Uhd
(SN ))

law−→ S(0, 1) ;

(ii) for every k1, . . . , kd such that ki = kd−i+1 for i = 1, . . . , bd2c,

QN (Uk1(S1), . . . , Ukd(SN ))
law−→ S(0, 1).

Corollary 3.20. Let QN be the homogeneous polynomial defined in (2.4), with
d ≥ 2 and with symmetric kernel. The following assertions are equivalent as N
goes to infinity:

(i) if {Si}i is a sequence of freely independent standard semicircular random
variables, then

QN (S1, . . . , SN )
law−→ S(0, 1);

(ii) if {Zi}i is a sequence of freely independent centered random variables with
free Poisson distribution of parameter 1, then

QN (Z1, . . . , ZN )
law−→ S(0, 1).

Example 3.21. As an application of the Corollary 3.20, consider the homogeneous
sum:

QN (x1, . . . , xN ) =
1√

2N − 2

N∑
i=2

(x1xi + xix1).

As shown in Deya and Nourdin (2014) in the first counterexample, QN (S1, . . . , SN )

converges in law to
1√
2
(S1S2 + S2S1), and therefore its limit is neither semicircu-

lar nor free Poisson distributed (being Tetilla distributed, see Deya and Nourdin
(2012)). Corollary 3.20 gives the additional information that even QN (Z1, . . . , ZN )
cannot converge towards that laws, nor can any other sequence
{QN (Uh(S1), . . . , Uh(SN ))}N , h ≥ 3.

Remark that with this counterexample the authors were meant to show that the

free Rademacher law (µ =
1

2
δ1 +

1

2
δ−1) is not universal for homogeneous sums.

Indeed, they proved that if {Xi}i is a sequence of freely independent Rademacher
random variables, then QN (X1, . . . , XN ) has asymptotically semicircular distribu-
tion. This is consistent with the fact that the free Rademacher law is not admissible
for any chaotic random variable of the type Un(S), and it implies in turn that the
Tetilla law cannot be a universal limit law for homogeneous sums of freely indepen-
dent random variables.

Remark 3.22. Thanks to a careful inspection of all the previous proofs, and by
considering the estimate (4.1), we can conclude that if d ≥ 2 and fN is a sequence

of fully symmetric kernel satisfying ‖fN
d−1

a fN‖ → 0 as N → ∞, then the limit

distribution of Q
(h)
N (fN ;X1, . . . , XN ) (and in particular that of QN (X1, . . . , XN )

with QN as in (2.4)), never depends on the distribution of the sequence {Xi}i.
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About classical universality results. Let us remark how the invariance principle
stated in Mossel et al. (2010) hides similar results for classical probability spaces.
Indeed, consider a probability space (Ω,F ,P) and let {Xi}i be a sequence of
independent random variables on it. If {Hn(x)}n denotes the sequence of the
(monic) Hermite polynomials, assume that for fixed integers n1, . . . , nd, Hnj (Xi)
is centered and has unit variance for every i and every j, and that the third mo-
ments are uniformly bounded, say E[|Hnj (Xi)|3] < B for all i, in such a way

that the systems X (i) = {Hn1(Xi), . . . , Hnd
(Xi)} are (2, 3, η)-hypercontractive (in

the sense of Mossel et al. (2010)). Under these assumptions, if {Yi}i denotes an-
other sequence of centered independent random variables, having unit variance, and
(2, 3, η)-hypercontractive, for every function thrice differentiable ψ with uniformly
bounded third derivative, it holds true that:

|E[ψ
(
QN (X (N))

)
]− E[ψ

(
QN (Y1, . . . , YN )

)
]| ≤ Cη,B,ψ (τN )

1
2 .

In particular, if H denotes a (separable) Hilbert space, and X = {X(e) : e ∈ H} is
an isonormal Gaussian process on it, consider Xj = X(ej) with ‖ej‖ = 1, so that

Xj ∼ N (0, 1). It is a standard result that
1

n!
Hn(Xi) = IXn (h⊗ni ) is centered, with

unit variance, and hypercontractive (see, for instance, Nourdin and Peccati (2012)).
If now we consider an orthonormal basis {ej}j of H, the associated sequence

{Xi}i is a sequence of independent standard normal variables, and QN (X (N)) =
IXm (kN ), with kN as in (2.6). Here we can apply all the fourth moment-type results
for the convergence of chaotic random variables towards the Gaussian and the
Gamma distributions (Nourdin and Peccati (2009), Theorem 1.2), and get the
corresponding universality results (see Nourdin et al. (2010)). In particular, if we
choose nj = n ≥ 1 for all j = 1, . . . , d, we can deduce that homogeneous sums based
on chaotic random variables of the form Hn(Xi) behave universally with respect to
both the Gaussian and the Gamma approximation. Note that kN is not symmetric

in general, but if k̃N denotes its standard symmetrization, then IXm (kN ) = IXm (k̃N ).
Concluding remarks. All the previous results leave opened the possibility for further
generalizations to free stochastic integrals with respect to a free Poisson measure P
with intensity measure given by the Lebesgue measure µ. More precisely, consider
the kernel:

gN =
N∑

i1,...,id=1

fN (i1, . . . , id)ei1 ⊗ · · · ⊗ eid , (3.11)

with ej = 1Aj , for Aj measurable set with µ(Aj) = 1. If QN denotes the homo-

geneous sum as in (2.4), then QN (Z1, . . . , ZN ) = IPd (gN ), and therefore we have
results of convergence for free Poisson integrals towards semicircular and free Pois-
son laws for simple kernels. We believe that this approach could be extended to
more general kernels, but this investigation is left for further work.

Similarly, we believe that the approach we have proposed could fit the more gen-
eral framework of the stochastic integration with respect to the q-Brownian motion,
with the q-Hermite polynomials replacing the Chebyshev polynomials. Note that,
at least for q ∈ [0, 1] and for symmetric kernels, a fourth moment theorem has been
recently established (see Deya et al. (2013)). Again, this line of research is left open
for further investigation.
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4. Proofs

4.1. Auxiliary statements. The proofs of the universality results are based on the
following upper bounds for τN = max

i=1,...,N
Infi(fN ).

Lemma 4.1. Let d ≥ 2 and let fN : [N ]d → R be a symmetric kernel, vanishing
on diagonals. If d ≥ 2, then

‖fN
d−1

a fN‖ ≥ 1

d
τN . (4.1)

Moreover, if d = 2, then

‖fN
1

a fN − fN‖ ≥ 1

2
τN . (4.2)

Proof : By carrying out the same computations as in the proof of the Theorem 1.4
in Deya and Nourdin (2014), if d > 2, we obtain the following estimates:

‖fN
d−1

a fN‖2 =
N∑

i1,i2=1

(
fN

d−1

a fN (i1, i2)
)2 ≥

N∑
i=1

(
fN

d−1

a fN (i, i)
)2

=

N∑
i=1

( N∑
j2,...,jd=1

fN (i, j2, . . . , jd)
2

)2

≥
( N∑
j2,...,jd=1

fN (i, j2, . . . , jd)
2

)2

for every i = 1, . . . , N , and so by taking the square root on both sides, we have
that for every i = 1, . . . , N ,

‖fN
d−1

a fN‖ ≥ 1

d
Infi(fN ),

from which ‖fN
d−1

a fN‖ ≥ 1
d max
i=1,...,N

Infi(fN ) =
1

d
τN . In the case d = 2, to get an

upper bound for τN , we have to consider a different chain of inequalities, namely:

‖fN
1

a fN − fN‖2 =
N∑

i,j=1

(
fN

1

a fN (i, j)− fN (i, j)
)2

=
N∑

i 6=j=1

(
fN

1

a fN (i, j)− fN (i, j)
)2

+
N∑
i=1

(
fN

1

a fN (i, i)
)2

≥
N∑
i=1

( N∑
k=1

fN (i, k)2
)2

≥
( N∑
k=1

fN (i, k)2
)2

for ever i = 1, . . . , N , from which ‖fN
1

a fN − fN‖ ≥ 1

2
Infi(fN ) and in particular

‖fN
1

a fN − fN‖ ≥ 1

2
τN . �

The following lemma gathers some trivial facts about moments of free random
variables, and it will be useful in the sequel (see also Deya and Nourdin (2014,
Lemma 3.1.)).

Lemma 4.2. Let {Ai}i be a sequence of freely independent unital subalgebras of A,
with (A, ϕ) a fixed W ?-probability space. Let B be a unital subalgebra of A, freely
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independent of {Ai}i. For every B1, B2 ∈ B, and Cp ∈ Ap, centered and with unit
variance,

(1) for every r, s ≥ 0, and every p1, . . . , ps ∈ N, ϕ(Cp1 · · ·CprBiCpr+1 · · ·Cps) =
0;

(2) if D is any other unital subalgebra freely independent of {Ai}, for every
0 ≤ r < s ≤ k, and m1, . . . ,mk ∈ N, such that there exists at least one
j = r + 1, . . . , s with mj = 1, and any centered element Z in D with unit
variance,

ϕ(Cm1
p1 · · ·Cmr

pr B1C
mr+1
pr+1

· · ·Cms
ps B2C

ms+1
ps+1

· · ·Cmk
pk

) =

ϕ(Cm1
p1 · · ·Cmr

pr ZC
mr+1
pr+1

· · ·Cms
ps ZC

ms+1
ps+1

· · ·Cmk
pk

),

for every choice of integers p1 6= p2 6= · · · 6= pr, pr+1 6= pr+2 6= · · · 6= ps,
ps+1 6= ps+2 6= · · · 6= pk;

(3) if B = B1 = B2, then:

ϕ(Cm1
p1 · · ·Cmr

pr BC
mr+1
pr+1

· · ·Cms
ps BC

ms+1
ps+1

· · ·Cmk
pk

) =

ϕ(Cm1
p1 · · ·Cmr

pr ZC
mr+1
pr+1

· · ·Cms
ps ZC

ms+1
ps+1

· · ·Cmk
pk

)

for every r ≤ s ≤ k,mj = 0 or mj ≥ 2 for all j = r + 1, . . . , s.

For the proof of Theorem 3.5, we will need the following iterated Cauchy-Schwarz
inequality.

Lemma 4.3. Let c1, . . . , cn elements in A. Then:

(1) if n is even:

|ϕ
(
c1 · · · cn

)
| ≤

n∏
l=1

∏
sj∈Il(c)

ϕ
(
(clc

∗
l )

2sj
)2−n

2

,

where, for every l = 1, . . . , n, Il(c) is a multiset of integers4 sj such that∑
j

2sj = 2
n
2 −1;

(2) if n ≥ 3 is odd:

|ϕ
(
c1 · · · cn

)
| ≤

n−1
2∏
l=1

∏
sj∈Il(c)

ϕ
(
(clc

∗
l )

2sj
)2−n−1

2 ·
n∏

l=n+1
2

∏
sj∈Il(c)

ϕ
(
(clc

∗
l )

2sj
)2−n+1

2

,

where, for every l = 1, . . . , n, Il(c) is a multiset of integers sj ≥ 0 such that∑
j

2sj = 2
n−3
2 for l = 1, . . . , n−1

2 , and
∑
j

2sj = 2
n−1
2 for l = n+1

2 , . . . , n.

Remark 4.4. As made clear in the proof, the multiset Il(c) is determined by the
rule of association one chooses in order to iteratively apply the Cauchy-Schwarz
inequality. For our purposes (i.e. the proof of Theorem 3.5), we do not need to
further specify the structure of Il(c).

Example 4.5. For the sake of clarity, let us first show how the technique of the
lemma applies in some simple cases: n = 2, 3, 4, 5.

(n=2) We trivially recover the Cauchy-Schwarz inequality:

|ϕ(c1c2)| ≤ ϕ(c1c
∗
1)

1
2ϕ(c2c

∗
2)

1
2 .

4We are dealing with multisets because repetitions may occur.
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(n=3) By applying the Cauchy-Schwarz inequality and the tracial property of the
state ϕ, we obtain:

|ϕ(c1(c2c3))| ≤ ϕ(c1c
∗
1)

1
2ϕ(c2c3c

∗
3c

∗
2)

1
2 = ϕ(c1c

∗
1)

1
2ϕ((c∗2c2)(c3c

∗
3))

1
2

≤ ϕ(c1c
∗
1)

1
2ϕ((c2c

∗
2)

2)
1
4ϕ((c3c

∗
3)

2)
1
4 ,

so that I1(c) = {0}, I2(c) = I3(c) = {1}, in such a way that 20 = 2
n−3
2 and

2 = 2
n−1
2 . Moreover, 1

4 = 2−
n+1
2 and 1

2 = 2−
n−1
2 .

Note that, had we started by associating the arguments of ϕ as
ϕ((c1c2)c3), we would have obtained:

|ϕ(c1c2c3)| ≤ ϕ((c1c
∗
1)

2)
1
4ϕ((c2c

∗
2)

2)
1
4ϕ(c3c

∗
3)

1
2 ,

(see Remark 4.4), yielding as multisets I1(c) = {1} = I2(c), I3(c) = {0}.
(n=4)

|ϕ((c1c2)(c3c4))| ≤ ϕ
(
(c∗1c1)(c2c

∗
2)
) 1

2ϕ
(
(c∗3c3)(c4c

∗
4)
) 1

2

≤ ϕ
(
(c∗1c1)

2
) 1

4ϕ
(
(c∗2c2)

2
) 1

4ϕ
(
(c∗3c3)

2
) 1

4ϕ
(
(c∗4c4)

2
) 1

4

so that Il(c) = {1} for l = 1, . . . , 4, with 2 = 2
n
2 −1 and 1

4 = 2−
n
2 .

(n=5)

|ϕ((c1c2)(c3c4c5))| ≤ ϕ
(
(c∗1c1)(c2c

∗
2)
) 1

2ϕ
(
((c∗3c3)c4)((c5c

∗
5)c

∗
4)
) 1

2

≤ ϕ
(
(c∗1c1)

2
) 1

4ϕ
(
(c∗2c2)

2
) 1

4ϕ
(
(c∗3c3)

2(c4c
∗
4)
) 1

4ϕ
(
(c∗5c5)

2(c4c
∗
4)
) 1

4

≤ ϕ
(
(c∗1c1)

2
) 1

4ϕ
(
(c∗2c2)

2
) 1

4ϕ
(
(c3c

∗
3)

4
) 1

8ϕ
(
(c4c

∗
4)

2
) 1

8ϕ
(
(c5c

∗
5)

4
) 1

8ϕ
(
(c4c

∗
4)

2
) 1

8 ,

so that I1(c) = I2(c) = {1}, giving 2 = 2
n−3
2 and 1

4 = 2−
n−1
2 , and I3(c) =

I5(c) = {2} so that 22 = 2
n−1
2 , I4(c) = {1, 1}, so that 2 + 2 = 2

n−1
2 and

1
8 = 2−

n+1
2 .

The proof of Lemma 4.3 is simple, but rather technical, and as shown with the
examples, it relies basically on simultaneous applications of the Cauchy-Schwarz
inequality and the traciality of ϕ: for this reason, all the technical details are left
to the reader and only a sketch of proof is given.

Proof : Suppose first that n is even, say n = 2k, and proceed by induction on k. If
n = 2, then we recover the Cauchy-Schwarz inequality.

So assume that k > 1 and that our statement is true for n = 2h for all h ≤ k. If
n = 2(k + 1), apply the Cauchy-Schwarz inequality in the following way:

|ϕ
(
(c1 · · · ck+1)(ck+2 · · · cn)

)
|

≤ ϕ
(
c1c2 · · · ck+1c

∗
k+1 · · · c∗2c∗1

) 1
2ϕ

(
ck+2 · · · cnc∗n · · · c∗k+2

) 1
2

= ϕ
(
(c∗1c1)c2 · · · ck(ck+1c

∗
k+1) · · · c∗3c∗2

) 1
2

× ϕ
(
(c∗k+2ck+2)ck+3 · · · (cnc∗n) · · · c∗k+3

) 1
2

= ϕ(c̃1c̃2 · · · c̃2k)
1
2ϕ(d1d2 · · · d2k)

1
2 ,

where we have used the trace property of ϕ and we have set:

(i) c̃1 = c∗1c1, and c̃j = cj for j = 2, . . . , k;
(ii) c̃k+1 = ck+1c

∗
k+1, and c̃k+2+j = c∗k−j for j = 0, . . . , k − 2;
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(iii) d1 = c∗k+2ck+2, and dj+1 = ck+j+2 for j = 1, . . . , k − 1;
(iv) dk+1 = cnc

∗
n, and dk+j+1 = c∗n−j for j = 1, . . . , k − 1.

Note that the positivity of ϕ implies that ϕ(c̃1c̃2 · · · c̃2k), ϕ(d1d2 · · · d2k) ≥ 0. The
conclusion then follows by induction hypothesis and by keeping in mind the defini-
tion of the c̃j ’s and di’s: indeed,

ϕ(c̃1c̃2 · · · c̃2k)
1
2 =

k+1∏
l=1

∏
sj∈Il(c)

ϕ
(
(clc

∗
l )

2sj
)2−(k+1)

,
∑
j

2sj = 2k,

ϕ(d1d2 · · · d2k)
1
2 =

n∏
l=k+2

∏
tj∈Il(c)

ϕ
(
(clc

∗
l )

2tj
)2−(k+1)

,
∑
j

2sj = 2k.

Assume now that n is odd, say n = 2k + 1. If n = 3, apply the Cauchy-Schwarz
inequality as in Example 4.5. Assume then that k > 1 and that the result holds
for all integers n = 2l+ 1 with l ≤ k. Let n = 2(k + 1) + 1 = 2k + 3 and apply the
Cauchy-Schwarz inequality as follows:

|ϕ
(
(c1 · · · cn−1

2
)(cn+1

2
· · · cn)

)
| ≤

(
ϕ
(
(c∗1c1)c2 · · · cn−3

2
(cn−1

2
c∗n−1

2
)c∗n−3

2
· · · c∗2

)) 1
2

×
(
ϕ
(
(c∗n+1

2
cn+1

2
)cn+3

2
· · · (cnc∗n)c∗n−1 · · · c∗n+3

2

)) 1
2

= ϕ(c̃1 · · · c̃2k)
1
2ϕ

(
d1 · · · dn−1

) 1
2 ,

where we have used the traciality of ϕ and we have set:

(i) c̃1 = c∗1c1, and c̃j = cj for j = 2, . . . , n−3
2 ;

(ii) c̃n−1
2

= cn−1
2
c∗n−1

2

, and c̃n−1
2 +j = c∗n−1

2 −j for j = 1, . . . , n−5
2 ;

(iii) d1 := c∗n+1
2

cn+1
2
, and d̃j = cn+1

2 +j−1 for j = 2, . . . , n−1
2 (so d̃n−1

2
= cn−1);

(iv) dn+1
2

= cnc
∗
n, and dn+1

2 +j = c∗n−j for j = 1, . . . , n−3
2 ,

so that ϕ(c̃1 · · · c̃2k), ϕ
(
d1 · · · dn−1

)
≥ 0, being ϕ positive. The conclusion then

follows by applying the results for the products of even length and by keeping into
consideration the definition of the c̃j ’s and di’s: indeed,

ϕ(c̃1 · · · c̃2k)
1
2 =

n−1
2∏
l=1

∏
sj∈Il(c)

ϕ
(
(clc

∗
l )

2sj
)2−(k+1)

,
∑
j

2sj = 2k,

ϕ
(
d1 · · · dn−1

) 1
2 =

n∏
l=n+1

2

∏
tj∈Il(c)

ϕ
(
(clc

∗
l )

2tj
)2−(k+2)

,
∑
j

2sj = 2k+1.

�

4.2. Proof of Theorem 3.5. Without loss of generality, we can assume that

Infi(f
(h)
N ) ≤ 1 for every i = 1, . . . , N , for every h = 1, . . . , n.

The forthcoming proof is meant to generalize the proof of Deya and Nourdin
(2014, Theorem 1.3) for Chebyshev sums. As such, it follows the same strategy.

Proof : First, assume that both X and Y are composed of freely independent and
identically distributed random variables. Consider the auxiliary vectors

Z(i) = (Y 1, . . . ,Y i−1,X i, . . . ,XN ), with Y i = (Yi, . . . , Yi)︸ ︷︷ ︸
d times

and
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X i = (Uh1(Xi), . . . , Uhd
(Xi)) (we drop the dependence on N to simplify the nota-

tion). Hence, using the multi-index notation we can write:

ϕ
(
Qn(X

(N))m1Qn(X
(N))m2 · · ·Qn(X

(N))mk
)
− ϕ

(
Qn(Y )m1Qn(Y )m2 · · ·Qn(Y )mk

)
(4.3)

=
N∑
i=1

ϕ
(
Qn(Z

(i))m1Qn(Z
(i))m2 · · ·Qn(Z

(i))mk
)
−

ϕ
(
Qn(Z

(i+1))m1Qn(Z
(i+1))m2 · · ·Qn(Z

(i+1))mk
)

=
N∑
i=1

ϕ
((
W

(i)
1 + V

(i)
1 (X i)

)m1,1 · · ·
(
W (i)

n + V (i)
n (X i)

)mk,n
)
−

ϕ
((
W

(i)
1 + V

(i)
1 (Y i))

)m1,1 · · ·
(
W (i)

n + V (i)
n (Y i)

)mk,n
)
,

where, for every j = 1, . . . , n, we have set Q
(j)
N (Z(i)) =W

(i)
j + V

(i)
j (X i)

5, with

W
(i)
j =

∑
i1,...,id∈[N ]\{i}

f
(j)
N (i1, . . . , id)Z

(i)
i1,1

· · ·Z(i)
id,d

(that is, W
(i)
j is obtained by gathering together the summands where no Uhp(Xi)

appears), and

V
(i)
j (X i) =

=

d∑
l=1

∑
i1,...,id−1∈

[N ]\{i}

f
(j)
N (i1, . . . , il−1, i, il, . . . , id−1)Z

(i)
i1,1

· · ·Z(i)
il−1,l−1Uhl(Xi)Z

(i)
il,l+1 · · ·Z

(i)
id−1,d

.

Similarly we set:

V
(i)
j (Y i)=

d∑
l=1

∑
i1,...,id−1
∈[N ]\{i}

f
(j)
N (i1, . . . , il−1, i, il, . . . , id−1)Z

(i)
i1,1

· · ·Z(i)
il−1,l−1YiZ

(i)
il,l+1 · · ·Z

(i)
id−1,d

.

Note that the polynomialsW
(i)
j ’s and V

(i)
l ’s are self-adjoint operators. Recall again

that

Z
(i)
ij ,j

=

{
Yij if ij ≤ i− 1

Uhj (Xij ) if ij ≥ i.

By applying the binomial expansion simultaneously to each W
(i)
j +V

(i)
j (X i), we

can write for every i = 1, . . . , N :

ϕ
((
W

(i)
1 +V

(i)
1 (X i)

)m1,1 · · ·
(
W (i)
n + V (i)

n (X i)
)m1,n · · · · · ·

(
W (i)
n + V (i)

n (X i)
)mk,n

)
= ϕ

(
(W

(i)
1 )m1,1 · · · (W (i)

n )m1,n · · · (W (i)
1 )mk,1 · · · (W (i)

n )mk,n
)
+

+
∑
···
ϕ
(
(a

(i)
1,1 · · · a

(i)
1,n) · · · (a

(i)
k,1 · · · a

(i)
k,n)

)
, (4.4)

5We omit again the dependence on N to simplify the notation.
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and similarly for W
(i)
j + V

(i)
j (Y i):

ϕ
((
W

(i)
1 +V

(i)
1 (Y i)

)m1,1 · · ·
(
W (i)
n + V (i)

n (Y i)
)m1,n · · · · · ·

(
W (i)
n + V (i)

n (Y i)
)mk,n

)
= ϕ

(
(W

(i)
1 )m1,1 · · · (W (i)

n )m1,n · · · · · · (W (i)
n )mk,n

)
+

+
∑
···
ϕ
(
(a

(i)
1,1 · · · a

(i)
1,n) · · · (a

(i)
k,1 · · · a

(i)
k,n)

)
, (4.5)

where, for s = 1, . . . , k, l = 1, . . . , n, we have set:

a
(i)
s,l := (W

(i)
l )α

(s)
l,1V

(i)
l (A)β

(s)
l,1 · · · (W (i)

l )
α

(s)
l,rlV

(i)
l (A)

β
(s)
l,rl ,

with A = X i in (4.4) and A = Y i in (4.5), and for every a
(i)
s,l , β

(s)
l,j ≥ 1 at least for

one l, j ≥ 1, both in (4.4) and (4.5).

Hence the term ϕ
(
(W

(i)
1 )m1,1 · · · (W (i)

n )m1,n · · · (W (i)
1 )mk,1 · · · (W (i)

n )mk,n
)
cancels

out in the difference (4.3).
For a fixed i = 1, . . . , N , for Aj = Alg(1, Uh1(Xj), . . . , Uhd

(Xj)) for every j > i
and Aj = Alg(1, Yj) for every j < i, B = Alg(1, Uh1(Xi), . . . , Uhd

(Xi)), and D =

Alg(1, Yi), if γ :=
k∑
s=1

n∑
l=1

rl∑
p=1

β
(s)
l,p ≤ 2, for every i = 1, . . . , N , by virtue of the

Lemma 4.2 the terms ϕ
(
(a

(i)
1,1 · · · a

(i)
1,n) · · · (a

(i)
k,1 · · · a

(i)
k,n)

)
relative to A = X i either

are zero or cancel with the corresponding ones associated with A = Y i.

Indeed, if γ = 1, in the argument of x := ϕ
(
(a

(i)
1,1 · · · a

(i)
1,n) · · · (a

(i)
k,1 · · · a

(i)
k,n)

)
, we

will have only a factor of the type Uhl
(Xi), and so x = 0 by virtue of the first item

in Lemma 4.2. If γ = 2, either we have only one power β
(s)
l,j = 2 or two different

ones equal to 1: in both cases, we will be in the situation where either the second
or the third item in Lemma 4.2 applies thanks to the hypothesis hi = hd−i+1 for
i = 1, . . . , bd2c.

Therefore we can assume that γ ≥ 3, and applying the triangle inequality, we
are left to bound terms of the type

|ϕ
(
(a

(i)
1,1 · · · a

(i)
1,n) · · · (a

(i)
k,1 · · · a

(i)
k,n)

)
|,

where the corresponding parameter γ =
k∑
s=1

n∑
l=1

rl∑
p=1

β
(s)
l,p verifies γ ≥ 3.

The first step of our proof consists in applying the algorithm in Lemma 4.3. If
kn is even (both if k is even or k is odd), we obtain straightforwardly from the
algorithm that:

|ϕ
(
(a

(i)
1,1a

(i)
1,2 · · · a

(i)
1,n) · · · (a

(i)
k,1 · · · a

(i)
k,n)

)
| ≤

k∏
s=1

n∏
l=1

∏
tj∈Il,s(a)

(
ϕ
(
(a

(i)
s,l(a

(i)
s,l)

∗)2
tj ))2−

kn
2

,

(4.6)
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with
∑

tj∈Il,s(a)
2tj = 2

kn
2 −1 for every l = 1, . . . , n, while if kn is odd:

∣∣ϕ((a(i)
1,1a

(i)
1,2 · · · a

(i)
1,n) · · · (a

(i)
k,1 · · · a

(i)
k,n)

)∣∣
≤

k−1
2∏

s=1

n∏
l=1

∏
tj∈Il,s(a)

(
ϕ
(
(a

(i)
s,l(a

(i)
s,l)

∗)2
tj ))2

− kn−1
2

n−1
2∏

b=1

∏
tj∈I

b, k+1
2

(a)

(
ϕ
(
(a

(i)
k+1
2

,b
(a

(i)
k+1
2

,b
)∗)2

tj ))2
− kn−1

2

n∏
b=n+1

2

∏
tj∈I

b, k+1
2

(a)

(
ϕ
(
(a

(i)
k+1
2

,b
(a

(i)
k+1
2

,b
)∗)2

tj ))2
− kn+1

2

k∏
s= k+3

2

n∏
l=1

∏
tj∈Il,s(a)

(
ϕ
(
(a

(i)
s,l(a

(i)
s,l)

∗)2
tj ))2

− kn+1
2

(4.7)

with

(1)
∑

tj∈Il,s(a)
2tj = 2

kn−3
2 for s = 1, . . . , k−1

2 and l = 1, . . . , n and for s = k+1
2

and l = 1, . . . , n−1
2 ;

(2)
∑

tj∈Il,s(a)
2tj = 2

kn−1
2 , for l = 1, . . . , n when s = k+3

2 , . . . , k, and when

s = k+1
2 , for l = n+1

2 , . . . , n.

Looking at the definition of a
(i)
s,l , we note that in the product a

(i)
s,l(a

(i)
s,l)

∗ the factor

V
(i)
l (X i)

2β
(s)
l,rl appears exactly once, while for every p = 1, . . . , rl − 1, V

(i)
l (X i)

β
(s)
l,p

appears exactly twice.
Therefore, for every fixed s = 1, . . . , k, l = 1, . . . , n and tj ∈ Il,s(a), in the

argument of ϕ
((
a
(i)
s,l(a

(i)
s,l)

∗)2tj ), (considering the traciality of ϕ) there are exactly

2tj (2rl − 1) paired products of the type (W
(i)
l )t1(V

(i)
l (X i))

t2 , for certain integers
t1, t2.

Moreover, as follows by the application of Deya and Nourdin (2014, Proposition
3.5, Lemma 3.4) (see Proposition A.5 and Lemma A.4 respectively) to the random

variablesW
(i)
l and V

(i)
l (A), with A ∈ {X i,Y i}, for every r ≥ 1 there exist constants

Cr,d and Dr,d such that:

ϕ
(
(W

(i)
j )2r

)
≤ Cr,d µ

Ẑ
(i)

2rd−1 ,

where Ẑ
(i)

= (Y 1, . . . ,Y i−1,X i+1, . . . ,Xn), and

ϕ
(
V

(i)
j (A)2r

)
≤ Dr,d µ

Z(i)

2rd−1

(
Infi(f

(j)
N )

)r
.
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From here, the application of the generalized free Hölder inequality (Lemma A.3
in the appendix) yields:

ϕ
(
(a

(i)
s,l(a

(i)
s,l)

∗)2
tj ) ≤ C

{[
ϕ

(
V

2β
(s)
l,rl

22
tj (2rj−1)

l

)]2−2
tj (2rl−1)}2tj

×
rl−1∏
p=1

{[
ϕ

(
V
β
(s)
l,p 2

2
tj (2rl−1)

l

)]2−2
tj (2rl−1)}2tj+1

≤ C

[((
Infi(f

(l)
N )

)β(s)
l,rl

22
tj (2rl−1)

)2−2
tj (2rl−1)]2tj

×
rl−1∏
p=1

[((
Infi(f

(l)
N )

)β(s)
l,p 2

2
tj (2rl−1)

)2−2
tj (2rl−1)]2tj

≤ C

rl∏
p=1

(
Infi(f

(l)
N )

)β(s)
l,p 2

tj

=
(
Infi(f

(l)
N )

)2tj ∑rl
p=1 β

(s)
l,p (4.8)

(where the constant C gathers all the estimates given by the application of the
Proposition A.5 to the Wα

j ’s, since they do not depend neither on the influence
function nor on i, due to the identically distributed assumption on X and Y ).

Therefore, when kn is even, the product over all the tj ’s in Il,s(a), with
∑
j 2

tj =

2
kn
2 −1 yields:

∏
tj∈Il,s(a)

(
ϕ
(
(a

(i)
s,l(a

(i)
s,l)

∗)2
tj ))2−

kn
2

≤
(
Infi(f

(l)
N )

)2−1 ∑rl
p=1 β

(s)
l,p

≤
(

max
h=1,...,n

Infi(f
(h)
N )

)2−1 ∑rl
p=1 β

(s)
l,p

implying that:

k∏
s=1

n∏
l=1

∏
tj∈Il,s(a)

(
ϕ
(
(a

(i)
s,l(a

(i)
s,l)

∗)2
tj ))2−

kn
2

≤
(

max
h=1,...,n

Infi(f
(h)
N )

)2−1γ

≤
(

max
h=1,...,n

Infi(f
(h)
N )

) 3
2

= max
h=1,...,n

(
Infi(f

(h)
N )

) 3
2 ,

(keep in mind that we are assuming that Infi(f
(h)
N ) ≤ 1 for all h).
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Up to a combinatorial coefficient, we have:

N∑
i=1

|ϕ
(
(a

(i)
1,1 · · · a

(i)
1,n) · · · (a

(i)
k,1 · · · a

(i)
k,n)

)
| ≤

N∑
i=1

max
h=1,...,n

(
Infi(f

(h)
N )

) 3
2

≤
N∑
i=1

n∑
h=1

(
Infi(f

(h)
N )

) 1
2
(
Infi(f

(h)
N )

)
≤

N∑
i=1

n∑
h=1

√
τ
(h)
N Infi(f

(h)
N )

=
n∑
h=1

√
τ
(h)
N

N∑
i=1

Infi(f
(h)
N ) ≤ nd max

h=1,...,n

√
τ
(h)
N , (4.9)

due to
N∑
i=1

Infi(f
(h)
N ) = d, and the conclusion follows.

Few more technical details are required when kn is odd: from (4.7) the ap-
plication of Lemma 4.3, together with the estimate in (4.8) gives that, for every
s = 1, . . . , k−1

2 and every l = 1, . . . , n, and for l = 1, . . . , n−1
2 when s = k+1

2 , the

product over all tj ’s in Il,s(a) such that
∑
j 2

tj = 2
kn−3

2 gives:

∏
tj∈Il,s(a)

ϕ
(
(a

(i)
s,l(a

(i)
s,l)

∗)2
tj )2− kn−1

2 ≤
(
Infi(f

(l)
N )

)2−1 ∑rl
h=1 β

(s)
l,h

≤
(

max
t=1,...,n

Infi(f
(t)
N )

)2−1 ∑rl
h=1 β

(s)
l,h

,

so that for every s = 1, . . . , k−1
2 ,

n∏
l=1

∏
tj∈Il,s(a)

ϕ
(
(a

(i)
s,l(a

(i)
s,l)

∗)2
tj )2− kn−1

2 ≤
(

max
t=1,...,N

Infi(f
(t)
N )

)2−1 ∑n
l=1

∑rl
h=1 β

(s)
l,h

,

while for s = k+1
2 ,

n−1
2∏
l=1

∏
tj∈Il,s(a)

ϕ
(
(a

(i)
s,l(a

(i)
s,l)

∗)2
tj )2− kn−1

2 ≤
(

max
t=1,...,N

Infi(f
(t)
N )

)2−1 ∑n−1
2

l=1

∑rl
h=1 β

(s)
l,h

.

Similarly, for every s = k+3
2 , . . . , k and every l = 1, . . . , n, and for l = n+1

2 , . . . , n

when s = k+1
2 , applying the estimate in (4.8) to the product over all tj ∈ Il,s(a)

with
∑
j 2

tj = 2
kn−1

2 it follows that:

∏
tj∈Il,s(a)

ϕ
(
(a

(i)
s,l(a

(i)
s,l)

∗)2
tj )2− kn+1

2 ≤
(
Infi(f

(l)
N )

)2−1 ∑rl
h=1 β

(s)
l,h

≤
(

max
t=1,...,n

Infi(f
(t)
N )

)2−1 ∑rl
h=1 β

(s)
l,h

,

so that for every s = k+3
2 , . . . , k

n∏
l=1

∏
tj∈Il,s(a)

ϕ
(
(a

(i)
s,l(a

(i)
s,l)

∗)2
tj )2− kn−1

2 ≤
(

max
h=1,...,n

Infi(f
(t)
N )

)2−1 ∑p
l=1

∑rl
h=1 β

(s)
l,h

,
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while for s = k+1
2 ,

n∏
l=n+1

2

∏
tj∈Il,s(a)

ϕ
(
(a

(i)
s,l(a

(i)
s,l)

∗)2
tj )2− k−1

2 ≤
(

max
h=1,...,n

Infi(f
(t)
N )

)2−1 ∑n

l=n+1
2

∑rl
h=1 β

(s)
l,h

.

In the end, by virtue of (4.8) it follows from (4.7) that:

|ϕ
(
(a

(i)
1,1 · · · a

(i)
1,n) · · · (a

(i)
k,1 · · · a

(i)
k,n)

)
| ≤

(
max

t=1,...,n
Infi(f

(t)
N )

)2−1γ

≤
(

max
t=1,...,n

Infi(f
(t)
N )

) 3
2 ,

where γ =
k∑
s=1

n∑
l=1

rl∑
h=1

β
(s)
l,h . The conclusion in the case of sequences of identically

distributed variables then follows simply by repeating the reasoning carried out in
the chain of inequalities (4.9).
If the sequences X and Y were composed of independent random variables with
uniformly bounded moments (not necessarily identically distributed), the proof
would follow the same steps. The only modification to take into account would be
relative to the hypercontractivity arguments in (4.8), and would require to replace

µẐ(i)

2rd−1 with µY ,X (N)

2rd−1 :

µẐ(i)

2rd−1 ≤ µY ,X (N)

2rd−1 <∞.

Indeed, since the moments of X and Y are uniformly bounded, so are the moments

of the random variables composing the ensembles X (N). �

Appendix A. Appendix

Theorem A.1. Kemp et al. (2012, Theorems 1.3,1.6) Let m ≥ 2 be an integer, and
{gN}N a sequence of mirror symmetric kernels in L2

(
Rm+

)
with ‖gN‖L2(Rm

+ ) = 1.

Consider the associated sequence of Wigner integrals {ISm(gN )}N . The following
statements are equivalent:

(i) {ISm(gN )}N
law−→ S(0, 1) as N → ∞;

(ii) lim
N→∞

ϕ[ISm(gN )4] = ϕ(S4) = 2, S ∼ S(0, 1);
(iii) all the non trivial contractions of the kernels gN vanish in the limit, that is

for every r = 1, . . . ,m− 1:

lim
N→∞

‖gN
r

a gN‖L2(R2m−2r
+ ) = 0.

Theorem A.2. Nourdin and Peccati (2013) Let q be an even integer and let Z(λ)
denote a centered free Poisson random variable with parameter λ > 0 on the fixed
W ∗-probability space (A, ϕ). Let {ISq (gn)}n be a sequence of Wigner integrals,

with gn mirror symmetric kernel in L2(Rq+), such that ϕ
(
ISq (gn)

2
)
= ‖gn‖2L2(Rq

+)
=

ϕ
(
Z(λ)2

)
= λ. The following assertions are equivalent as n goes to infinity:

(i) {ISq (gn)}n converges in distribution to Z(λ);

(ii) ϕ
(
ISq (gn)

4
)
− 2ϕ

(
ISq (gn)

3
)
converges to ϕ

(
Z(λ)4

)
− 2ϕ

(
Z(λ)3

)
= 2λ2 − λ;

(iii) lim
n→∞

‖gn
q
2

a gn − gn‖L2(Rq
+) = 0, and lim

n→∞
‖gn

r

a gn‖ = 0 for every r ∈

{1, . . . , q − 1} \ {q
2
}.
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Lemma A.3. Kargin (2007, Lemma 12) Let X and Y be two random variables
belonging to a fixed W ∗-probability space (A, ϕ). Then, for every r ∈ N and ev-
ery choice of non-negative integers m1, n1, . . . ,mr, nr, the following Hölder type
inequality holds:

|ϕ
(
Xm1Y n1 · · ·XmrY nr

)
| ≤

≤
[
ϕ
(
X2rm1

)]2−r[
ϕ
(
Y 2rn1

)]2−r

· · ·
[
ϕ
(
X2rmr

)]2−r[
ϕ
(
Y 2rnr

)]2−r

.

Lemma A.4. Deya and Nourdin (2014, Lemma 3.4) For every integer r ≥ 1 and
every sequence X = {Xi}i of random variables in (A, ϕ), one has:

|ϕ(Xi1 · · ·Xir )| ≤ µX
2r−1 ,

where µX
k = sup

1≤l≤k
i≥1

ϕ(X2l
i ) is the largest even moment of order k of X.

Proposition A.5. Deya and Nourdin (2014, Proposition 3.5) Let X1, . . . , XN be
centered freely independent random variables and denote by (µNk ) the corresponding
sequence of the largest even moments, that is µNk = sup

i=1,...,N
l=1,...,k

ϕ(X2l
i ). For d ≥ 1, and

for every integer N , consider a homogenous sum PN with unit-variance, mirror
symmetric kernel gN : [N ]d → R, vanishing on diagonals. Then, for every integer
r ≥ 1 there exists a constant Cr,d, only depending on r and d, such that:

ϕ
(
PN (X1, . . . , XN )2r

)
≤ Cr,d µ

N
2rd−1

( N∑
j1,...,jd=1

gN (j1, . . . , jd)
2

)r
.
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