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Abstract. Differentiability of semigroups is useful for many applications. Here we
focus on stochastic differential equations whose diffusion coefficient is the square
root of a differentiable function but not differentiable itself. For every m ∈ {0, 1, 2}
we establish an upper bound for a Cm-norm of the semigroup of such a diffusion
in terms of the Cm-norms of the drift coefficient and of the squared diffusion co-
efficient. The constants in our upper bound are often bounded in the dimension.
Our estimates are thus suitable for analyzing certain high-dimensional and infinite-
dimensional degenerate stochastic differential equations.

1. Introduction

Let d ∈ N and let X = (Xt)t∈[0,∞) be the solution of a stochastic differential
equation (SDE)

dXt(i) = bi(Xt) dt+
√
ai(Xt(i)) dWt(i), i ∈ {1, . . . , d}, (1.1)

with values in [0, 1]d. We prove existence and continuity of spatial derivatives
of the functions [0,∞) × [0, 1]d 3 (t, x) 7→ (Ttf)(x) := E[f(Xt) | X0 = x] ∈ R,
f ∈ C2([0, 1]d,R), under suitable assumptions. We focus on derivatives up to order
2 since these are needed for Itô’s formula. More precisely, Theorem 4.1 below shows
under suitable assumptions for every t ∈ [0,∞) and every m ∈ {0, 1, 2} that

‖Ttf‖Cm ≤ e(m2λm+µm)t‖f‖Cm , (1.2)

where λm and µm depend respectively on the partial derivatives of the drift function
and of the squared diffusion function up to order m and where for every f ∈
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Cm([0, 1]d,R) we define

‖f‖Cm := max
α∈Nd0 ,|α|≤m

‖ ∂|α|

∂x
α1
1 ···∂x

αd
d

f‖∞. (1.3)

In particular, note that we do not assume differentiability of the diffusion coefficient
but only of the squared diffusion coefficient. The “cost” of allowing square-root
diffusions is that we need to assume the diffusion coefficient matrix to be diagonal.
We also note that even differentiability of the semigroup is nontrivial since singular
diffusion coefficients (that is, degenerate noise) can lead to loss of regularity; see
Theorem 1.2 in Hairer et al. (2015).

Partial differentiability of semigroups is used in a number of applications, e.g.:
• inequalities between expectations of diffusions with different coefficient
functions, e.g. Theorem 1 in Cox et al. (1996) or Proposition 2.2 in Hutzen-
thaler and Wakolbinger (2007),

• weak convergence rates for numerical approximations of SDEs, e.g. Theo-
rem 1 in Talay and Tubaro (1990),

• stochastic representations of quasilinear parabolic partial differential equa-
tions, e.g. Theorem 3.2 in Peng (1991),

and many more. These results can now also be derived for those SDEs for which
we establish differentiability of the semigroup.

In the literature, differentiability of semigroups is well-known in the case of differ-
entiable coefficient functions of suitable order (see, e.g., Theorem 8.4.3 in Gikhman
and Skorokhod, 1969) and in the case of one-dimensional SDEs including the case of
square-root diffusion coefficients (see, e.g., Dorea, 1976 or Ethier, 1978). Moreover,
Ethier (1976) establishes differentiability of semigroups for a class of multidimen-
sional SDEs with square-root diffusion coefficient {y ∈ [0, 1]d :

∑d
i=1 yi ≤ 1} 3 x 7→

(
√
xi(1−

∑d
j=1 xj))i∈{1,...,d} ∈ Rd. In addition, Lemma 4.3 in Epstein and Pop

(2019) establishes differentiability of semigroups corresponding to so-called Kimura
operators. So differentiability of semigroups corresponding to degenerate SDEs is in
principle known in the literature. However, we have not found a result on differen-
tiability of semigroups corresponding to the specific form of the SDE (4.1) beyond
the one-dimensional case.

In fact, differentiability of semigroups of degenerate SDEs is not our main con-
cern. Our main goal is to establish the regularity estimates (1.2) with constants
λ0, λ1, λ2, µ0, µ1, µ2 that are bounded in the dimension. This dimension-
independence of regularity estimates of semigroups of degenerate stochastic differ-
ential equations seems to be a new observation. The benefit of such estimates with
dimension-independent constants is that it allows us to analyze infinite-dimensional
(where d =∞) or high-dimensional (where d→∞) SDEs. To mention an example
application, our main result, Theorem 4.1 below, is applied in Hutzenthaler and
Pieper (2020) to a system of interacting diffusions on D ∈ N demes to obtain that
the partial derivatives of the semigroups are uniformly bounded in D ∈ N; see
Example 4.2 below for details. This then allows to establish a many-demes limit as
D →∞, that is, to generalize Theorem 3.3 in Hutzenthaler (2012) to a class of SDEs
with nonlinear squared diffusion coefficients. In addition, by approximation with
finite-dimensional SDEs, Theorem 4.1 can also be applied to McKean-Vlasov SDEs
(e.g. (1.2) with g(x) = x(1 − x) in Dawson and Greven, 1993 or (1.2) in Hutzen-
thaler, 2012 or (8) in Hutzenthaler et al., 2015).
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An important technical insight of this paper is as follows. Results in the literature
are often (e.g., Ethier, 1976 or Epstein and Pop, 2019 with the domain suitably
replaced) formulated in the norms

Cm([0, 1]d,R) 3 f 7→ |||f |||Cm([0,1]d,R) :=
∑

α∈Nd0 ,|α|≤m

sup
x∈[0,1]d

|∂αf(x)|. (1.4)

This norm, however, introduces unnecessary dimension-dependence due to the sum
in (1.4). To give an illustrative example, if the drift coefficient is [0, 1]d 3 x 7→ x ∈
Rd, if the diffusion coefficient is zero, and if f ∈ C1(R,R), then the solution of the
SDE (4.1) is (xiet)t∈[0,∞),i∈{1,...,d} and it holds for all t ∈ [0,∞) that∣∣∣∣∣∣∣∣∣∣∣∣[0, 1]d 3 x 7→ f

( d∑
i=1

xie
t
)
∈ R

∣∣∣∣∣∣∣∣∣∣∣∣
C1([0,1]d,R)

= sup
x∈[0,1]d

∣∣∣f( d∑
i=1

xie
t
)∣∣∣+

d∑
k=1

sup
x∈[0,1]d

∣∣∣f ′( d∑
i=1

xie
t
)
et
∣∣∣

= sup
z∈R
|f(z)|+ d sup

z∈R
|f ′(z)|et.

(1.5)

If the norm ||| · |||C1([0,1]d,R) is replaced by our norm ‖ · ‖C1 where the sum in (1.4)
is replaced by the maximum, then ‖[0, 1]d 3 x 7→ f

(∑d
i=1 xie

t
)
∈ R‖C1 does not

depend on the dimension.

1.1. Notation. We write N0 := {0, 1, 2, . . .} and N := N0 \ {0}. For every topologi-
cal space (E, E) we denote by B(E) the Borel σ-algebra on (E, E). For every d ∈ N
and every m ∈ N0 we denote by Cm([0, 1]d,R) the set of functions f : [0, 1]d → R

whose partial derivatives of order 0 through m exist and are continuous on [0, 1]d.
For every d ∈ N and every f : [0, 1]d → R we define ‖f‖∞ := supx∈[0,1]d |f(x)| ∈
[0,∞]. For every d ∈ N and every multiindex α = (α1, . . . , αd) ∈ Nd0 of length
|α| :=

∑d
k=1 αk we write ∂α := ∂|α|

∂x
α1
1 ···∂x

αd
d

. For every d ∈ N, every m ∈ N0,
and every f ∈ Cm([0, 1]d,R) we define ‖f‖Cm := maxα∈Nd0 ,|α|≤m‖∂

αf‖∞. For ev-
ery d ∈ N, every x = (xk)k∈{1,...,d} ∈ [0, 1]d, and every i, j ∈ {1, . . . , d} we write
x̂i := (xk)k∈{1,...,d}\{i} and x̂ij := (xk)k∈{1,...,d}\{i,j}.

2. Drift part

In this section, we prove (1.2) for m ∈ {0, 1, 2} and an analogous result for the
‖ · ‖C3 -norm under suitable assumptions in the case where the diffusion coefficient
is zero. The case of non-zero diffusion coefficients is analyzed in Section 3.

Lemma 2.1 (Cm-esimate for drift part). Let d ∈ N, let b1, . . . , bd ∈ C3([0, 1]d,R)
satisfy for all i ∈ {1, . . . , d} and all x = (x1, . . . , xd) ∈ [0, 1]d with xi ∈
{0, 1} that (−1)xibi(x) ≥ 0, for every m ∈ {1, 2, 3} we define λm :=
maxα∈Nd0 ,0<|α|≤m

∑d
i=1‖∂αbi‖∞, let y = (y1, . . . , yd) : [0,∞) × [0, 1]d → [0, 1]d sat-

isfy for all i ∈ {1, . . . , d}, all t ∈ [0,∞), and all x = (x1, . . . , xd) ∈ [0, 1]d that

yi(t, x) = xi +
∫ t

0
bi(y(s, x)) ds, (2.1)
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let c1 = 1, c2 = 4, c3 = 13, and let {T 1
t : t ∈ [0,∞)} satisfy for all t ∈ [0,∞), all

f ∈ C([0, 1]d,R), and all x ∈ [0, 1]d that (T 1
t f)(x) = (f ◦ y)(t, x). Then it holds for

all m ∈ {1, 2, 3}, all f ∈ Cm([0, 1]d,R), and all t ∈ [0,∞) that T 1
t f ∈ Cm([0, 1]d,R)

and

‖T 1
t f‖Cm ≤ ecmλmt‖f‖Cm . (2.2)

Proof : For the rest of the proof fix m ∈ {1, 2, 3} and f ∈ Cm([0, 1]d,R). The
theory of ordinary differential equations yields for all t ∈ [0,∞) that y(t, · ) ∈
Cm([0, 1]d, [0, 1]d) (see, e.g. Corollary V.4.1 in Hartman, 2002) and this together
with f ∈ Cm([0, 1]d,R) implies that Tmt f ∈ C1([0, 1]d,R).
Case m = 1: The dominated convergence theorem and (2.1) imply for all i, j ∈
{1, . . . , d}, all t ∈ [0,∞), and all x ∈ [0, 1]d that

∂yi
∂xj

(t, x) = 1i=j +
∫ t

0

d∑
k=1

∂bi
∂yk

(y(s, x))∂yk
∂xj

(s, x) ds. (2.3)

It follows for all j ∈ {1, . . . , d}, all t ∈ [0,∞), and all x ∈ [0, 1]d that

d∑
i=1

∣∣∣∣ ∂yi∂xj
(t, x)

∣∣∣∣ ≤ 1 +
∫ t

0

d∑
k=1

(
d∑
i=1

∣∣∣∣ ∂bi∂yk
(y(s, x))

∣∣∣∣
) ∣∣∣∣∂yk∂xj

(s, x)
∣∣∣∣ ds

≤ 1 +
∫ t

0

(
max

α∈Nd0 ,|α|=1

d∑
i=1
‖∂αbi‖∞

)(
d∑
k=1

∣∣∣∣∂yk∂xj
(s, x)

∣∣∣∣
)
ds

= 1 +
∫ t

0
λ1

d∑
k=1

∣∣∣∣∂yk∂xj
(s, x)

∣∣∣∣ ds.
(2.4)

This and Gronwall’s inequality yield for all j ∈ {1, . . . , d}, all t ∈ [0,∞), and all
x ∈ [0, 1]d that

d∑
i=1

∣∣∣∣ ∂yi∂xj
(t, x)

∣∣∣∣ ≤ eλ1t. (2.5)

It follows from the chain rule and from (2.5) for all j ∈ {1, . . . , d}, all t ∈ [0,∞),
and all x ∈ [0, 1]d that

∣∣∣∣∂(f ◦ y)
∂xj

(t, x)
∣∣∣∣ =

∣∣∣∣∣
d∑
i=1

∂f

∂yi
(y(t, x)) ∂yi

∂xj
(t, x)

∣∣∣∣∣ ≤ ‖f‖C1

d∑
i=1

∣∣∣∣ ∂yi∂xj
(t, x)

∣∣∣∣ ≤ eλ1t‖f‖C1 .

(2.6)

Together with the fact that supt∈[0,∞)‖T 1
t f‖∞ ≤ ‖f‖∞, this implies for all t ∈

[0,∞) that

‖T 1
t f‖C1 = max

{
‖T 1

t f‖∞, max
j∈{1,...,d}

sup
x∈[0,1]d

∣∣∣∣∂(f ◦ y)
∂xj

(t, x)
∣∣∣∣
}
≤ eλ1t‖f‖C1 . (2.7)



Differentiability of semigroups of stochastic differential equations 313

Case m = 2: The dominated convergence theorem and (2.1) imply for all i, j, k ∈
{1, . . . , d}, all t ∈ [0,∞), and all x ∈ [0, 1]d that

∂2yi
∂xk∂xj

(t, x)

=
∫ t

0

d∑
l,m=1

∂2bi
∂ym∂yl

(y(s, x))∂ym
∂xk

(s, x) ∂yl
∂xj

(s, x) +
d∑
l=1

∂bi
∂yl

(y(s, x)) ∂2yl
∂xk∂xj

(s, x) ds.

(2.8)

This, (2.5), and λ1 ≤ λ2 imply for all j, k ∈ {1, . . . , d}, all t ∈ [0,∞), and all
x ∈ [0, 1]d that

d∑
i=1

∣∣∣∣ ∂2yi
∂xk∂xj

(t, x)
∣∣∣∣

≤
∫ t

0

d∑
l,m=1

(
d∑
i=1

∣∣∣∣ ∂2bi
∂ym∂yl

(y(s, x))
∣∣∣∣
) ∣∣∣∣∂ym∂xk

(s, x)
∣∣∣∣∣∣∣∣ ∂yl∂xj

(s, x)
∣∣∣∣

+
d∑
l=1

(
d∑
i=1

∣∣∣∣∂bi∂yl
(y(s, x))

∣∣∣∣
) ∣∣∣∣ ∂2yl

∂xk∂xj
(s, x)

∣∣∣∣ ds
≤
∫ t

0

(
max

α∈Nd0 ,|α|=2

d∑
i=1
‖∂αbi‖∞

)(
d∑

m=1

∣∣∣∣∂ym∂xk
(s, x)

∣∣∣∣
)(

d∑
l=1

∣∣∣∣ ∂yl∂xj
(s, x)

∣∣∣∣
)

+
(

max
α∈Nd0 ,|α|=1

d∑
i=1
‖∂αbi‖∞

)(
d∑
l=1

∣∣∣∣ ∂2yl
∂xk∂xj

(s, x)
∣∣∣∣
)
ds

≤
∫ t

0
λ2e

2λ2s + λ2

d∑
l=1

∣∣∣∣ ∂2yl
∂xk∂xj

(s, x)
∣∣∣∣ ds

= 1
2 (e2λ2t − 1) +

∫ t

0
λ2

d∑
l=1

∣∣∣∣ ∂2yl
∂xk∂xj

(s, x)
∣∣∣∣ ds.

(2.9)

This and Gronwall’s inequality yield for all j, k ∈ {1, . . . , d}, all t ∈ [0,∞), and all
x ∈ [0, 1]d that

d∑
i=1

∣∣∣∣ ∂2yi
∂xk∂xj

(t, x)
∣∣∣∣ ≤ 1

2 (e2λ2t − 1)eλ2t. (2.10)

It follows from the chain rule, (2.5), λ1 ≤ λ2, and from (2.10) for all j, k ∈ {1, . . . , d},
all t ∈ [0,∞), and all x ∈ [0, 1]d that∣∣∣∣∂2(f ◦ y)

∂xk∂xj
(t, x)

∣∣∣∣
≤

∣∣∣∣∣
d∑

i,l=1

∂2f

∂yl∂yi
(y(t, x)) ∂yl

∂xk
(t, x) ∂yi

∂xj
(t, x)

∣∣∣∣∣+

∣∣∣∣∣
d∑
i=1

∂f

∂yi
(y(t, x)) ∂2yi

∂xk∂xj
(t, x)

∣∣∣∣∣
≤ ‖f‖C2

(
d∑
l=1

∣∣∣∣ ∂yl∂xk
(t, x)

∣∣∣∣
)(

d∑
i=1

∣∣∣∣ ∂yi∂xj
(t, x)

∣∣∣∣
)

+ ‖f‖C2

d∑
i=1

∣∣∣∣ ∂2yi
∂xk∂xj

(t, x)
∣∣∣∣
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≤
(
e2λ2t + 1

2 (e2λ2t − 1)eλ2t
)
‖f‖C2

≤
(
e2λ2t + (e2λ2t − 1)e2λ2t

)
‖f‖C2 = e4λ2t‖f‖C2 .

Together with the case m = 1 and λ1 ≤ λ2, this shows for all t ∈ [0,∞) that

‖T 1
t f‖C2 = max

{
‖T 1

t f‖C1 , max
j,k∈{1,...,d}

sup
x∈[0,1]d

∣∣∣∣∂2(f ◦ y)
∂xk∂xj

(t, x)
∣∣∣∣
}
≤ e4λ2t‖f‖C2 .

(2.11)
Case m = 3: The proof of the case m = 3 is analogous to the case m = 2 and

therefore omitted. This finishes the proof of Lemma 2.1. �

3. Diffusion part

The goal of this section is to prove (1.2) for m ∈ {0, 1, 2, 3} under suitable
assumptions in the case where the drift coefficient is zero; see Lemma 3.8 below.
For that, we first look at the one-dimensional case in Subsection 3.1 below, and
then we lift this result to the multidimensional case in Subsection 3.2 below.

3.1. One-dimensional case. The following lemma on smoothness preservation of
the semigroup is well-known if, for m ∈ {0, 1, 2, 3}, the norm ‖ · ‖Cm is replaced
by the equivalent norm ϕ 7→

∑m
k=0‖

dkϕ
dxk
‖∞; see Dorea (1976). The proof of the

new upper bound of the operator norm of the semigroup with respect to ‖ · ‖Cm for
m ∈ {0, 1, 2, 3} is a straightforward adaptation of the proofs in Dorea (1976).
Lemma 3.1 (Smoothness preservation of one-dimensional diffusive part). Let a ∈
C3([0, 1],R) satisfy that a(0) = 0 = a(1) and for all x ∈ (0, 1) that a(x) > 0, let
A : C2([0, 1],R)→ C([0, 1],R) satisfy for all ϕ ∈ C2([0, 1],R) and all x ∈ [0, 1] that

(Aϕ)(x) = 1
2a(x)d

2ϕ

dx2 (x), (3.1)

for all m ∈ N0 we define Dm(A) := C2([0, 1],R)∩Cm([0, 1],R)∩A−1Cm([0, 1],R),
we define ν0 := 0, ν1 := 0, ν2 := 1

2‖
d2a
dx2 ‖∞, and ν3 := ‖ d

3a
dx3 ‖∞ + 3

2‖
d2a
dx2 ‖∞, and

we denote by {St : t ∈ [0,∞)} the strongly continuous contraction semigroup on
C([0, 1],R) generated by (A,D0(A)); see Theorem 1 on p. 38 in Mandl (1968).
Then it holds for all m ∈ {0, 1, 2, 3} that

(i) it holds for all t ∈ [0,∞) that St : Cm([0, 1],R)→ Cm([0, 1],R),
(ii) {St : t ∈ [0,∞)} defines a strongly continuous semigroup on Cm([0, 1],R)

with generator (A,Dm(A)), and
(iii) it holds for all t ∈ [0,∞) and all ϕ ∈ Cm([0, 1],R) that

‖Stϕ‖Cm ≤ e
νmt‖ϕ‖Cm . (3.2)

Proof : For every m ∈ {0, 1, 2, 3} Theorem 1 and Remark 1 in Ethier (1978) and
the Main Theorem in Dorea (1976) yield for all t ∈ [0,∞) that St : Cm([0, 1],R)→
Cm([0, 1],R) and that {Ss : s ∈ [0,∞)} restricted to Cm([0, 1],R) defines a strongly
continuous semigroup with generator (A,Dm(A)). This proves (i) and (ii).

It remains to check that (3.2) can be established with our choice of the norm
on Cm([0, 1],R). For every m ∈ {0, 1, 2} Theorem k in Dorea (1976) with k = m
yields for all λ > νm and all ϕ ∈ Cm([0, 1],R) that Jλϕ := (λ − A)−1ϕ ∈ Dm(A)
exists and its proof shows that∥∥dmJλϕ

dxm

∥∥
∞ ≤

1
λ−νm

∥∥dmϕ
dxm

∥∥
∞. (3.3)
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Fix m ∈ {0, 1, 2} for the rest of this paragraph. Consider G := A − νm with
domain D(G) = Dm(A). Since C∞([0, 1],R) ⊆ D(G), it follows that D(G) is
dense in Cm([0, 1],R) w.r.t. ‖ · ‖Cm . Equation (3.3) implies for all λ, λ′ > 0 with
λ = λ′ + νm and all ϕ ∈ Cm([0, 1],R) that (λ′ −G)−1ϕ = Jλϕ ∈ D(G) and

‖(λ′ −G)−1ϕ‖Cm = ‖Jλϕ‖Cm = max
k∈{0,...,m}

∥∥dkJλϕ
dxk

∥∥
∞

≤ max
k∈{0,...,m}

1
λ−νk

∥∥dkϕ
dxk

∥∥
∞

≤ 1
λ−νm ‖ϕ‖Cm = 1

λ′ ‖ϕ‖Cm .

(3.4)

Thus D(G) is dense in Cm([0, 1],R), G is dissipative, and R(1−G) = Cm([0, 1],R).
Consequently, the Hille-Yosida theorem (see, e.g. Theorem 1.2.6 in Ethier and
Kurtz, 1986) yields that G generates a unique strongly continuous contraction semi-
group {Pt : t ∈ [0,∞)} on Cm([0, 1],R). This implies that {eνmtPt : t ∈ [0,∞)}
is a strongly continuous semigroup on Cm([0, 1],R) with infinitesimal generator
νm +G = A. It follows that {St : t ∈ [0,∞)} restricted to Cm([0, 1],R) is given by
{eνmtPt : t ∈ [0,∞)} and that it holds for all t ∈ [0,∞) and all ϕ ∈ Cm([0, 1],R)
that

‖Stϕ‖Cm = eνmt‖Ptϕ‖Cm ≤ eνmt‖ϕ‖Cm . (3.5)
Since m ∈ {0, 1, 2} was arbitrary, (3.2) is shown for all m ∈ {0, 1, 2}.

To prove (iii), it remains to treat the case m = 3. Define ν̃3 := ν3 − 1
2‖

d3a
dx3 ‖∞.

Theorem 3 in Dorea (1976) yields for all λ > ν̃3 and all ϕ ∈ C3([0, 1],R) that
Jλϕ := (λ−A)−1ϕ ∈ D3(A) exists and its proof shows that∥∥d3Jλϕ

dx3

∥∥
∞ ≤

1
λ−ν̃3

(∥∥d3ϕ
dx3

∥∥
∞ + 1

2
∥∥ d3a
dx3

∥∥
∞

∥∥d2Jλϕ
dx2

∥∥
∞

)
. (3.6)

This, (3.3), and the inequality ν0 ≤ ν1 ≤ ν2 ≤ ν̃3 yield for all λ > ν̃3 and all
ϕ ∈ C3([0, 1],R) that

‖Jλϕ‖C3 ≤ 1
λ−ν̃3

(
‖ϕ‖C3 + 1

2
∥∥ d3a
dx3

∥∥
∞‖Jλϕ‖C3

)
. (3.7)

If λ > ν3, then λ > ν̃3 and 1 − 1
2‖

d3a
dx3 ‖∞(λ − ν̃3)−1 = λ−ν3

λ−ν̃3
> 0, rearranging (3.7)

therefore yields for all λ > ν3 and all ϕ ∈ C3([0, 1],R) that
‖Jλϕ‖C3 ≤ λ−ν̃3

λ−ν3
1

λ−ν̃3
‖ϕ‖C3 = 1

λ−ν3
‖ϕ‖C3 . (3.8)

The remaining part of the proof of (iii) follows from an application of the Hille-
Yosida theorem as in the previous paragraph. This finishes the proof of Lemma 3.1.

�

3.2. Multidimensional case. Throughout this subsection, we use the definitions and
the notation introduced in the following Setting 3.2.

Setting 3.2 (Diffusion coefficients). Let d ∈ N, let (Ω,F ,P, (Ft)t∈[0,∞)) be a stochas-
tic basis, let W = (W (1), . . . ,W (d)) : [0,∞) × Ω → Rd be a standard (Ft)t∈[0,∞)-
Brownian motion with continuous sample paths, let a1, . . . , ad ∈
C3([0, 1],R) satisfy for all i ∈ {1, . . . , d} and all x ∈ (0, 1) that ai(0) = 0 = ai(1)
and ai(x) > 0, and we define µ0 := 0, µ1 := 0, µ2 := maxi∈{1,...,d} 1

2‖
d2ai
dx2 ‖∞, and

µ3 := maxi∈{1,...,d}(‖d
3ai
dx3 ‖∞ + 3

2‖
d2ai
dx2 ‖∞).

Theorem 3.2 in Shiga and Shimizu (1980) implies that there exist (Ft)t∈[0,∞)-
adapted processes Y x = (Y x(1), . . . , Y x(d)) : [0,∞) × Ω → [0, 1]d, x ∈ [0, 1]d, with
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continuous sample paths satisfying for all i ∈ {1, . . . , d}, all t ∈ [0,∞), and all
x = (x1, . . . , xd) ∈ [0, 1]d that P-a.s.

Y xt (i) = xi +
∫ t

0

√
ai(Y xs (i)) dWs(i). (3.9)

We denote by {T 2
t : t ∈ [0,∞)} the associated strongly continuous contraction semi-

group on C([0, 1]d,R), which satisfies for all t ∈ [0,∞), all f ∈ C([0, 1]d,R), and all
x ∈ [0, 1]d that (T 2

t f)(x) = E[f(Y xt )]; see Remark 3.2 in Shiga and Shimizu (1980).
For every i ∈ {1, . . . , d} we denote by {Sit : t ∈ [0,∞)} the strongly continuous
contraction semigroup on C([0, 1],R) associated with Y ·(i), which satisfies for all
t ∈ [0,∞), all ϕ ∈ C([0, 1],R), and all x ∈ [0, 1] that (Sitϕ)(x) = E[ϕ(Y xt (i))], and
by

[0,∞)× [0, 1]× B(R) 3 (t, x,A) 7→ pit(x,A) ∈ [0, 1] (3.10)

the corresponding transition kernel.
Note that Y ·(i), i ∈ {1, . . . , d}, are independent diffusion processes with genera-

tors Ai : C2([0, 1],R)→ C([0, 1],R), i ∈ {1, . . . , d}, satisfying for all i ∈ {1, . . . , d},
all ϕ ∈ C2([0, 1],R), and all x ∈ [0, 1] that

(Aiϕ)(x) = 1
2ai(x)d

2ϕ

dx2 (x), (3.11)

so that the result of Subsection 3.1 applies. Moreover, it holds for all i ∈ {1, . . . , d},
all t ∈ [0,∞), all ϕ ∈ C([0, 1],R), and all x ∈ [0, 1] that

(Sitϕ)(x) =
∫
pit(x, dy)ϕ(y) (3.12)

and it holds for all t ∈ [0,∞), all f ∈ C([0, 1]d,R), and all x = (x1, . . . , xd) ∈ [0, 1]d
that

(T 2
t f)(x) =

∫ d⊗
k=1

pkt (xk, dyk)f(y). (3.13)

The aim of this subsection is to show for all m ∈ {0, 1, 2, 3} that it holds for all
t ∈ [0,∞) that T 2

t : Cm([0, 1]d,R) → Cm([0, 1]d,R) and for all t ∈ [0,∞) and all
f ∈ Cm([0, 1]d,R) that ‖T 2

t f‖Cm ≤ eµmt‖f‖Cm ; see Lemma 3.8 below.

Lemma 3.3 (Continuity property). Assume Setting 3.2, let t ∈ [0,∞), let f ∈
C([0, 1]d,R), and let I ⊆ {1, . . . , d}. Then the function

[0, 1]d 3 x 7→
∫ ⊗

k∈{1,...,d}\I

pkt (xk, dyk)f
(
(xi1i∈I + yi1i6∈I)i∈{1,...,d}

)
(3.14)

is continuous.

Proof : Throughout this proof, we denote by fI : [0, 1]d × [0, 1]d → R the function
satisfying for all x, y ∈ [0, 1]d that fI(x, y) = f((xi1i∈I + yi1i6∈I)i∈{1,...,d}). Let
{xn : n ∈ N} ⊆ [0, 1]d be a convergent sequence with limn→∞ xn = x ∈ [0, 1]d.
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Then it holds for all n ∈ N that∣∣∣∣∣∣
∫ ⊗

k∈{1,...,d}\I

pkt (xnk , dyk)fI(xn, y)−
∫ ⊗

k∈{1,...,d}\I

pkt (xk, dyk)fI(x, y)

∣∣∣∣∣∣
≤

∣∣∣∣∣∣
∫ ⊗

k∈{1,...,d}\I

pkt (xnk , dyk)
(
fI(xn, y)− fI(x, y)

)∣∣∣∣∣∣
+

∣∣∣∣∣∣
∫ ⊗

k∈{1,...,d}\I

pkt (xnk , dyk)fI(x, y)−
∫ ⊗

k∈{1,...,d}\I

pkt (xk, dyk)fI(x, y)

∣∣∣∣∣∣
≤ sup
y∈[0,1]d

∣∣fI(xn, y)− fI(x, y)
∣∣

+

∣∣∣∣∣∣
∫ ⊗

k∈{1,...,d}\I

pkt (xnk , dyk)fI(x, y)−
∫ ⊗

k∈{1,...,d}\I

pkt (xk, dyk)fI(x, y)

∣∣∣∣∣∣.
(3.15)

By uniform continuity of f on [0, 1]d, the first summand on the right-hand side
converges to zero as n → ∞. For fixed x ∈ [0, 1]d, the function [0, 1]d 3 y 7→
fI(x, y) is continuous, which implies the continuity of [0, 1]d 3 z 7→∫ ⊗

k∈{1,...,d}\I p
k
t (zk, dyk)fI(x, y). Therefore, the second summand on the right-

hand side converges to zero as n→∞. This finishes the proof of Lemma 3.3. �

Lemma 3.4 (Continuity of pure derivatives). Assume Setting 3.2, let
m ∈ {0, 1, 2, 3}, let t ∈ [0,∞), and let f ∈ Cm([0, 1]d,R). Then it holds for
every i ∈ {1, . . . , d} that the partial derivative

[0, 1]d 3 x 7→ ∂m

∂xmi

∫
pit(xi, dyi)f(x1, . . . , xi−1, yi, xi+1, . . . , xd) (3.16)

exists and is continuous.

Proof : It suffices to prove the claim for i = 1. For fixed x ∈ [0, 1]d, the function
[0, 1] 3 y 7→ f(y, x̂1) is in Cm([0, 1],R), so Lemma 3.1 implies that the function
[0, 1] 3 z 7→

∫
p1
t (z, dy1)f(y1, x̂1) is in Cm([0, 1],R). This shows the existence of

the partial derivative (3.16). It remains to show continuity on [0, 1]d. For that,
let {xn : n ∈ N} ⊆ [0, 1]d be a convergent sequence with limn→∞ xn = x ∈ [0, 1]d.
Lemma 3.1 implies for all n ∈ N that∣∣∣∣ ∂m

∂(xn1 )m

∫
p1
t (xn1 , dy1)

(
f(y1, x̂n1)− f(y1, x̂1)

)∣∣∣∣
≤ eµmt max

k∈{0,...,m}
sup
z∈[0,1]

∣∣∣∣∂kf∂zk
(z, x̂n1)− ∂kf

∂zk
(z, x̂1)

∣∣∣∣. (3.17)

Since f ∈ Cm([0, 1]d,R), it follows for all k ∈ {0, . . . ,m} that [0, 1]d 3 x 7→ ∂kf
∂xk1

(x)
is uniformly continuous. Therefore, the right-hand side of (3.17) converges to zero
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as n→∞. It holds for all n ∈ N that∣∣∣∣ ∂m

∂(xn1 )m

∫
p1
t (xn1 , dy1)f(y1, x̂n1)− ∂m

∂xm1

∫
p1
t (x1, dy1)f(y1, x̂1)

∣∣∣∣
≤
∣∣∣∣ ∂m

∂(xn1 )m

∫
p1
t (xn1 , dy1)

(
f(y1, x̂n1)− f(y1, x̂1)

)∣∣∣∣
+
∣∣∣∣ ∂m

∂(xn1 )m

∫
p1
t (xn1 , dy1)f(y1, x̂1)− ∂m

∂xm1

∫
p1
t (x1, dy1)f(y1, x̂1)

∣∣∣∣.
(3.18)

The first summand on the right-hand side of (3.18) converges to zero as n →
∞ by (3.17). We have shown above that [0, 1] 3 z 7→

∫
p1
t (z, dy1)f(y1, x̂1) is in

Cm([0, 1],R), so also the second summand on the right-hand side of (3.18) converges
to zero as n→∞. This finishes the proof of Lemma 3.4. �

Lemma 3.5 (Continuity of pure derivatives, continued). Assume Setting 3.2, let
m ∈ {0, 1, 2, 3}, let t ∈ [0,∞), and let f ∈ Cm([0, 1]d,R). Then it holds for every
i ∈ {1, . . . , d} that the partial derivative

[0, 1]d 3 x 7→ ∂m

∂xmi

∫ d⊗
k=1

pkt (xk, dyk)f(y) (3.19)

exists and is continuous.

Proof : It suffices to show the claim for i = 1. By Fubini’s theorem, it holds for all
x ∈ [0, 1]d that∫ d⊗

k=1
pkt (xk, dyk)f(y) =

∫
p1
t (x1, dy1)

∫ d⊗
k=2

pkt (xk, dyk)f(y). (3.20)

For fixed x ∈ [0, 1]d, the fact that f ∈ Cm([0, 1]d,R) and the dominated conver-
gence theorem imply that the function [0, 1] 3 z 7→

∫ ⊗d
k=2 p

k
t (xk, dyk)f(z, ŷ1) is in

Cm([0, 1],R). Therefore, (3.20) and Lemma 3.1 prove the existence of the partial
derivative (3.19). Moreover, Fubini’s theorem, the fact that f ∈ Cm([0, 1]d,R),
Lemma 3.1, and the dominated convergence theorem imply for all x ∈ [0, 1]d that

∂m

∂xm1

∫ d⊗
k=1

pkt (xk, dyk)f(y) = ∂m

∂xm1

∫ d⊗
k=2

pkt (xk, dyk)
∫
p1
t (x1, dy1)f(y)

=
∫ d⊗

k=2
pkt (xk, dyk) ∂

m

∂xm1

∫
p1
t (x1, dy1)f(y).

(3.21)

Consequently, Lemma 3.4 and Lemma 3.3 imply the continuity of (3.19). This
completes the proof of Lemma 3.5. �

Lemma 3.6 (Continuity of mixed second derivatives). Assume Setting 3.2 and let
t ∈ [0,∞) and f ∈ C2([0, 1]d,R). Then it holds for every i, j ∈ {1, . . . , d} that the
partial derivative

[0, 1]d 3 x 7→ ∂2

∂xi∂xj

∫ d⊗
k=1

pkt (xk, dyk)f(y) (3.22)

exists and is continuous.
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Proof : The case where i = j is treated by Lemma 3.5. It suffices to consider i = 1
and j = 2. The dominated convergence theorem implies for all x ∈ [0, 1]d that

∂

∂x1

∫ d⊗
k=2

pkt (xk, dyk)f(x1, ŷ1) =
∫ d⊗

k=2
pkt (xk, dyk) ∂f

∂x1
(x1, ŷ1). (3.23)

Using (3.23) and Fubini’s theorem, it follows for all x ∈ [0, 1]d that

∂

∂x1

∫ d⊗
k=2

pkt (xk, dyk)f(x1, ŷ1) =
∫
p2
t (x2, dy2)

∫ d⊗
k=3

pkt (xk, dyk) ∂f
∂x1

(x1, ŷ1).

(3.24)
For fixed x ∈ [0, 1]d, the fact that f ∈ C2([0, 1]d,R) and the dominated convergence
theorem imply that the function [0, 1] 3 z 7→

∫ ⊗d
k=3 p

k
t (xk, dyk) ∂f∂x1

(x1, z, ŷ12) is
in C1([0, 1],R). Therefore, (3.24) and Lemma 3.1 imply the existence of the par-
tial derivative [0, 1]d 3 x 7→ ∂2

∂x2∂x1

∫ ⊗d
k=2 p

k
t (xk, dyk)f(x1, ŷ1). Fubini’s theorem,

Lemma 3.1, and the dominated convergence theorem imply for all x ∈ [0, 1]d that

∂2

∂x2∂x1

∫ d⊗
k=2

pkt (xk, dyk)f(x1, ŷ1)

=
∫ d⊗

k=3
pkt (xk, dyk) ∂

∂x2

∫
p2
t (x2, dy2) ∂f

∂x1
(x1, ŷ1).

(3.25)

Lemma 3.4 and Lemma 3.3 show that (3.25) is continuous as a function of x ∈ [0, 1]d.
Consequently, Schwarz’s theorem (see, e.g. Theorem 9.41 in Rudin (1976)) implies
that the partial derivative [0, 1]d 3 x 7→ ∂2

∂x1∂x2

∫ ⊗d
k=2 p

k
t (xk, dyk)f(x1, ŷ1) exists

and satisfies for all x ∈ [0, 1]d that

∂2

∂x1∂x2

∫ d⊗
k=2

pkt (xk, dyk)f(x1, ŷ1) = ∂2

∂x2∂x1

∫ d⊗
k=2

pkt (xk, dyk)f(x1, ŷ1). (3.26)

In particular, for fixed x ∈ [0, 1]d, the function z 7→ ∂
∂x2

∫ ⊗d
k=2 p

k
t (xk, dyk)f(z, ŷ1)

is in C1([0, 1],R). From this and Lemma 3.1, it follows that the partial deriva-
tive (3.22) exists. Fubini’s theorem, Lemma 3.1, and the dominated convergence
theorem further show for all x ∈ [0, 1]d that

∂2

∂x1∂x2

∫ d⊗
k=1

pkt (xk, dyk)f(y)

=
∫ d⊗

k=3
pkt (xk, dyk) ∂

∂x1

∫
p1
t (x1, dy1) ∂

∂x2

∫
p2
t (x2, dy2)f(y).

(3.27)

Then Lemma 3.4 and Lemma 3.3 imply that (3.27) is continuous as a function of
x ∈ [0, 1]d. This concludes the proof of Lemma 3.6. �

The proof of the following Lemma 3.7 is analogous to the proofs of Lemma 3.5
and Lemma 3.6 above and therefore omitted here.

Lemma 3.7 (Continuity of mixed third derivatives). Assume Setting 3.2 and let
t ∈ [0,∞) and f ∈ C3([0, 1]d,R). Then it holds for every i, j, l ∈ {1, . . . , d} that the
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partial derivative

[0, 1]d 3 x 7→ ∂3

∂xi∂xj∂xl

∫ d⊗
k=1

pkt (xk, dyk)f(y) (3.28)

exists and is continuous.

Lemma 3.8 (Cm-estimate for multidimensional diffusive part). Assume
Setting 3.2, let m ∈ {0, 1, 2, 3}, let t ∈ [0,∞), and let f ∈ Cm([0, 1]d,R). Then it
holds that T 2

t f ∈ Cm([0, 1]d,R) and

‖T 2
t f‖Cm ≤ eµmt‖f‖Cm . (3.29)

Proof : Existence and continuity of the partial derivatives follow from Lemma 3.5,
Lemma 3.6, and Lemma 3.7. It follows from Lemma 3.1 and from the dominated
convergence theorem for all n ∈ N0 with n ≤ m and all x ∈ [0, 1]d that∣∣∣∣∂n(T 2

t f)
∂xn1

(x)
∣∣∣∣ =

∣∣∣∣∣ ∂n∂xn1
∫
p1
t (x1, dy1)

∫ d⊗
i=2

pit(xi, dyi)f(y)

∣∣∣∣∣
≤ eµnt max

k∈{0,...,n}
sup
z∈[0,1]

∣∣∣∣∣ ∂k∂zk
∫ d⊗

i=2
pit(xi, dyi)f(z, ŷ1)

∣∣∣∣∣
= eµnt max

k∈{0,...,n}
sup
z∈[0,1]

∣∣∣∣∣
∫ d⊗

i=2
pit(xi, dyi)

∂kf

∂zk
(z, ŷ1)

∣∣∣∣∣
≤ eµnt max

k∈{0,...,n}

∥∥∥∥∂kf∂xk1

∥∥∥∥
∞
.

(3.30)

If m ≥ 2, then Lemma 3.1 and the dominated convergence theorem show for all
x ∈ [0, 1]d that∣∣∣∣∂2(T 2

t f)
∂x1∂x2

(x)
∣∣∣∣ =

∣∣∣∣∣ ∂2

∂x1∂x2

∫
p1
t (x1, dy1)

∫ d⊗
i=2

pit(xi, dyi)f(y)

∣∣∣∣∣
≤ max
k∈{0,1}

sup
z1∈[0,1]

∣∣∣∣∣ ∂k∂zk1 ∂

∂x2

∫ d⊗
i=2

pit(xi, dyi)f(z1, ŷ1)

∣∣∣∣∣
= max
k∈{0,1}

sup
z1∈[0,1]

∣∣∣∣∣ ∂∂x2

∫
p2
t (x2, dy2)

∫ d⊗
i=3

pit(xi, dyi)
∂kf

∂zk1
(z1, ŷ1)

∣∣∣∣∣
≤ max
k,l∈{0,1}

sup
z1,z2∈[0,1]

∣∣∣∣∣ ∂l∂zl2
∫ d⊗

k=3
pkt (xk, dyk)∂

kf

∂zk1
(z1, z2, ŷ12)

∣∣∣∣∣
≤ max
k,l∈{0,1}

∥∥∥∥ ∂k+lf

∂xk1∂x
l
2

∥∥∥∥
∞
.

(3.31)

Similarly, if m = 3, it follows for all x ∈ [0, 1]d that∣∣∣∣∂3(T 2
t f)

∂x1∂x2
2

(x)
∣∣∣∣ ≤ eµ2t max

k∈{0,1},l∈{0,1,2}

∥∥∥∥ ∂k+lf

∂xk1∂x
l
2

∥∥∥∥
∞

(3.32)
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and ∣∣∣∣ ∂3(T 2
t f)

∂x1∂x2∂x3
(x)
∣∣∣∣ ≤ max

k,l,n∈{0,1}

∥∥∥∥ ∂k+l+nf

∂xk1∂x
l
2∂x

n
3

∥∥∥∥
∞
. (3.33)

All of the above estimates also hold for the partial derivatives in the remaining co-
ordinate directions. Combining all of these estimates shows (3.29). This completes
the proof of Lemma 3.8. �

4. Main result: Spatial derivatives of semigroups

The following main result, Theorem 4.1 establishes upper bounds for the Cm-
norms, m ∈ {0, 1, 2}, of the semigroup corresponding to the SDE (4.1). We note
that λ1, λ2, λ3, µ2, µ3, which in principle depend on the dimension, are in certain
situations bounded in the dimension; see, e.g., Example 4.2.

Theorem 4.1 (Cm-estimate for semigroups of square-root diffusions). Let d ∈ N,
let (Ω,F ,P, (Ft)t∈[0,∞)) be a stochastic basis, let W = (W (1), . . . ,W (d)) : [0,∞)×
Ω→ Rd be a standard (Ft)t∈[0,∞)-Brownian motion with continuous sample paths,
let a1, . . . , ad ∈ C3([0, 1],R) satisfy for all i ∈ {1, . . . , d} and all x ∈ (0, 1) that
ai(0) = 0 = ai(1) and ai(x) > 0, let b1, . . . , bd ∈ C3([0, 1]d,R) satisfy for all
i ∈ {1, . . . , d} and all x = (x1, . . . , xd) ∈ [0, 1]d with xi ∈ {0, 1} that (−1)xibi(x) ≥
0, for every m ∈ {1, 2, 3} we define λm := maxα∈Nd0 ,0<|α|≤m

∑d
i=1‖∂αbi‖∞, and

we define λ0 := 0, µ0 := 0, µ1 := 0, µ2 := maxi∈{1,...,d} 1
2‖

d2ai
dx2 ‖∞, and µ3 :=

maxi∈{1,...,d}(‖d
3ai
dx3 ‖∞ + 3

2‖
d2ai
dx2 ‖∞). Then

(i) there exist (Ft)t∈[0,∞)-adapted processes Xx = (Xx(1), . . . , Xx(d)) : [0,∞)×
Ω → [0, 1]d, x ∈ [0, 1]d, with continuous sample paths satisfying for all
i ∈ {1, . . . , d}, all t ∈ [0,∞), and all x = (x1, . . . , xd) ∈ [0, 1]d that P-a.s.

Xx
t (i) = xi +

∫ t

0
bi(Xx

s ) ds+
∫ t

0

√
ai(Xx

s (i)) dWs(i) (4.1)

and
(ii) it holds for all m ∈ {0, 1, 2}, all t ∈ [0,∞), and all f ∈ Cm([0, 1]d,R) that

the function [0, 1]d 3 x 7→ E[f(Xx
t )] ∈ R is an element of Cm([0, 1]d,R)

and satisfies

‖[0, 1]d 3 x 7→ E[f(Xx
t )] ∈ R‖Cm ≤ e(m2λm+µm)t‖f‖Cm . (4.2)

Proof : Theorem 3.2 in Shiga and Shimizu (1980) implies (i).
We denote by {Tt : t ∈ [0,∞)} the family of operators on C([0, 1]d,R) that sat-

isfy for all t ∈ [0,∞), all f ∈ C([0, 1]d,R), and all x ∈ [0, 1]d that (Ttf)(x) =
E[f(Xx

t )]. Then {Tt : t ∈ [0,∞)} is the strongly continuous contraction semi-
group on C([0, 1]d,R) associated with the diffusion process X ·; see Remark 3.2
in Shiga and Shimizu (1980). Let G : C2([0, 1]d,R) → C([0, 1]d,R) satisfy for all
f ∈ C2([0, 1]d,R) and all x = (x1, . . . , xd) ∈ [0, 1]d that

(Gf)(x) =
d∑
i=1

bi(x) ∂f
∂xi

(x) + 1
2

d∑
i=1

ai(xi)
∂2f

∂x2
i

(x). (4.3)

Then the generator of {Tt : t ∈ [0,∞)} is given by the closure of G (see, e.g., Re-
mark 3.2 in Shiga and Shimizu, 1980), so C2([0, 1]d,R) is a core (cf., e.g., Section I.3
in Ethier and Kurtz, 1986) for G. Let {T 1

t : t ∈ [0,∞)} be as in Lemma 2.1, let



322 M. Hutzenthaler and D. Pieper

{T 2
t : t ∈ [0,∞)} be as in Setting 3.2, and let G1, G2 : C2([0, 1]d,R)→ C([0, 1]d,R)

satisfy for all f ∈ C2([0, 1]d,R) and all x = (x1, . . . , xd) ∈ [0, 1]d that

(G1f)(x) =
d∑
i=1

bi(x) ∂f
∂xi

(x) (4.4)

and

(G2f)(x) = 1
2

d∑
i=1

ai(xi)
∂2f

∂x2
i

(x). (4.5)

Then the closures of G1 and G2 are the generators of the strongly continuous con-
traction semigroups on C([0, 1]d,R) given by {T 1

t : t ∈ [0,∞)} and {T 2
t : t ∈ [0,∞)},

respectively. Hence, it holds that C2([0, 1]d,R) is a core for G, that C2([0, 1]d,R) is
a subset of the domains of both G1 and G2, and that G = G1 +G2 on C2([0, 1]d,R).
Therefore, it follows from Trotter’s product formula (see, e.g., Corollary I.6.7
in Ethier and Kurtz, 1986) that the semigroup {Tt : t ∈ [0,∞)} satisfies for all
t ∈ [0,∞) and all f ∈ C([0, 1]d,R) that

lim
n→∞

‖Ttf − (T 1
t/nT

2
t/n)nf‖∞ = 0. (4.6)

By induction, it follows from Lemma 2.1 and Lemma 3.8 for all n ∈ N, all
m ∈ {0, 1, 2, 3}, all t ∈ [0,∞), and all f ∈ Cm([0, 1]d,R) that (T 1

t/nT
2
t/n)nf ∈

Cm([0, 1]d,R) and

‖(T 1
t/nT

2
t/n)nf‖Cm ≤ e((m2+4·1{3}(m))λm+µm)t‖f‖Cm . (4.7)

Equation (4.7) shows for allm ∈ {0, 1, 2}, all t ∈ [0,∞), and all f ∈ Cm+1([0, 1]d,R)
that the sequence {(T 1

t/nT
2
t/n)nf : n ∈ N} is bounded in Cm+1([0, 1]d,R). Therefore,

the Arzelà-Ascoli theorem guarantees for all m ∈ {0, 1, 2}, all t ∈ [0,∞), and
all f ∈ Cm+1([0, 1]d,R) that every subsequence of {(T 1

t/nT
2
t/n)nf : n ∈ N} has a

convergent subsequence in Cm([0, 1]d,R), whose limit is given by Ttf due to (4.6).
This and (4.7) imply for allm ∈ {0, 1, 2}, all t ∈ [0,∞), and all f ∈ Cm+1([0, 1]d,R)
that Ttf ∈ Cm([0, 1]d,R) and

‖Ttf‖Cm ≤ e(m2λm+µm)t‖f‖Cm . (4.8)

For the rest of the proof, fix m ∈ {0, 1, 2}, fix t ∈ [0,∞), and fix
f ∈ Cm([0, 1]d,R). Since Cm+1([0, 1]d,R) is dense in Cm([0, 1]d,R), we find a
sequence {fk : k ∈ N} ⊆ Cm+1([0, 1]d,R) with the property that limk→∞‖f −
fk‖Cm = 0. By the previous step, it holds for all k ∈ N that Ttfk ∈ Cm([0, 1]d,R)
and for all k, l ∈ N that

‖Ttfk − Ttfl‖Cm = ‖Tt(fk − fl)‖Cm ≤ e(m2λm+µm)t‖fk − fl‖Cm , (4.9)

which shows that {Ttfk : k ∈ N} is a Cauchy sequence in Cm([0, 1]d,R). By com-
pleteness, it follows that {Ttfk : k ∈ N} converges in Cm([0, 1]d,R). Moreover,
since Tt is a contraction on C([0, 1]d,R), it holds for all k ∈ N that

‖Ttf − Ttfk‖∞ = ‖Tt(f − fk)‖∞ ≤ ‖f − fk‖∞. (4.10)

This identifies the limit point of {Ttfk : k ∈ N} ⊆ Cm([0, 1]d,R) and shows that
Ttf ∈ Cm([0, 1]d,R) and that limk→∞‖Ttf − Ttfk‖Cm = 0. Then it follows
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from (4.8) that

‖Ttf‖Cm = lim
k→∞

‖Ttfk‖Cm ≤ lim
k→∞

e(m2λm+µm)t‖fk‖Cm = e(m2λm+µm)t‖f‖Cm .
(4.11)

Since m ∈ {0, 1, 2}, t ∈ [0,∞), and f ∈ Cm([0, 1]d,R) were arbitrary, this proves
(ii) and completes the proof of Theorem 4.1. �

The following example applies Theorem 4.1 to a system of interacting diffusions
in Hutzenthaler et al. (2015); Hutzenthaler and Pieper (2020) (with a = 2, κ = α =
β = 1, (µD)D∈N∪{∞} ≡ 0).

Example 4.2. Let d ∈ N and for every i ∈ {1, . . . , d} let bi = ([0, 1]d 3 (x1, . . . , xd)
7→ 1

d

∑d
j=1

2−xi
2−xj (xj−xi)−xi(1−xi) ∈ R) and ai = ([0, 1] 3 x 7→ (2−x)x(1−x) ∈ R).

Then

λ1 = max
j∈{1,...,d}

d∑
i=1

sup
x∈[0,1]d

| ∂∂xj bi(x)|

= max
j∈{1,...,d}

d∑
i=1

sup
x∈[0,1]d

∣∣∣ 1
d1i6=j

(
2−xi

(2−xj)2 (xj − xi) + 2−xi
2−xj

)
+ 1i=j(2xi − 1)

∣∣∣
≤

d∑
i=1

( 4
d + 1i=j) = 5,

(4.12)

λ2 ≤ 10, λ3 ≤ 15, µ2 = 3, and µ3 = 15.
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