ALEA, Lat. Am. J. Probab. Math. Stat. 18, 325-347 (2021) JA‘XL@X
DOI: 10.30757/ALEA .v18-15 '

The partial duplication random graph
with edge deletion

Felix Hermann and Peter Pfaffelhuber

Technische Universitat Berlin,
Strafse des 17. Juni 136,
10623 Berlin, Germany.

E-mail address: felix.hermann@tu-berlin.de
URL: http://page.math.tu-berlin.de/~hermann/

Albert-Ludwigs-Universitit Freiburg,

Ernst-Zermelo-Strafe 1,

79104 Freiburg, Germany.

E-mail address: peter.pfaffelhuber@stochastik.uni-freiburg.de

URL: https://www.stochastik.uni-freiburg.de/professoren/pfaffelhuber

Abstract. We study a random graph model in continuous time. Each vertex is
partially copied with the same rate, i.e. an existing vertex is copied and every edge
leading to the copied vertex is copied with independent probability p. In addition,
every edge is deleted at constant rate, a mechanism which extends previous partial
duplication models. In this model, we obtain results on the degree distribution,
which shows a phase transition such that either — if p is small enough — the frequency
of isolated vertices converges to 1, or there is a positive fraction of vertices with
unbounded degree. We derive results on the degrees of the initial vertices as well
as on the sub-graph of non-isolated vertices. In particular, we obtain expressions
for the number of star-like subgraphs and cliques.

1. Introduction

Various random graph models have been studied in the last decades. Frequently,
such models try to mimic the behavior of social networks (see e.g. Cooper and Frieze,
2003 and Barabasi et al., 2002) or interactions within biological networks (see e.g.
Wagner, 2001, Albert, 2005 and Jeong et al., 2000). For a general introduction to
random graphs see the monographs Durrett (2007), van der Hofstad (2017) and
references therein.

In this paper, we study and extend a duplication random graph model introduced
and discussed in Bhan et al. (2002), Chung et al. (2003), Pastor-Satorras et al.
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(2003), Chung et al. (2003), Bebek et al. (2006), Bebek et al. (2006), Hermann
and Pfaffelhuber (2016), Jordan (2018) and, more recently, in Jacquet et al. (2020)
and Frieze et al. (2020). In most applications, a vertex models a protein and
an edge denotes some form of interaction; see e.g. Pastor-Satorras et al. (2003).
Within the genome, the DNA encoding for a protein can be duplicated (which
in fact is a long evolutionary process), such that the interactions of the copied
protein are partially inherited to the copy; see Ohno (1970) for some more biological
explanations. Within the random graph model, a vertex is p-copied, i.e. a new
vertex is introduced and every edge of the parent vertex is independently copied
with the same probability p. The idea behind this is to model protein-protein
interactions, assuming that the ability to interact can be inherited from a parent
protein with a fixed probability p.

In Pastor-Satorras et al. (2003), an extension of this model was suggested (but
not studied further) where edges can be randomly removed from the random graph.
Aiming for a closer look at this model, we extend the duplication random graph
from above by introducing a rate & at which each edge in the random graph is
deleted. In biological terms, this corresponds to loss of interactive abilities due to
mutation or deterioration; see e.g. Figure 3 in Wagner, 2001.

While in the previous literature no rigorous limit results were shown for the model
without edge deletion, which we will call pure partial duplication model, Hermann
and Pfaffelhuber (2016) have determined a critical parameter p* ~ 0.567143, the
unique solution of pe? = 1, below which approximately all vertices are isolated.
Moreover, almost sure asymptotics and limit results for the number of k-cliques and
k-stars in the random graph as well as for the degree of a fixed vertex were obtained.
Recently, Jordan (2018) has shown that for p < e™! the degree distribution of the
connected component, i.e. of the subgraph of non-isolated vertices, has a limit with
tail behavior close to a power-law with exponent 8 > 2 solving f —3 + p®~2 =0
(cf. Jordan, 2018, Theorem 1(c)). This finding has been complemented by Jacquet
et al. (2020) by some finer asymptotics. Extending the model for adding additional
edges at random, Frieze et al. (2020) obtain results on the degree distribution and
the degree of a fixed vertex. We also mention that Bienvenu et al. (2019) introduce
a similar model for speciation. However, in their model, each birth of a new vertex
is linked to removing another vertex, making the number of vertices in the network
a constant.

In this paper for the model with edge deletion, we derive results on the degree
distribution Fy, Fs,... of the full graph (see Theorem 2.4), the sub-graph of non-
isolated vertices (see Proposition 2.6) as well as the number of star-like graphs,
cliques, and degrees of initial vertices (see Theorem 2.9). The methods used to
derive these results include branching processes with disasters Z (see Section 3.1)
and piecewise deterministic jump processes X (see Section 3.2). For the former,
note that the degree distribution is closely related via P(Z; = k) = E[Fy(t)] for
all k£ > 0 (see (3.2)) — i.e. the expected degree distribution of the graph process
equating to the distribution of Z;. Such a connection to branching processes is
as in Jordan (2018), but now Z has additional deaths at rate ¢ — the rate of
edge deletion. (Note that links between random graphs and branching processes
frequently appear in the literature, e.g. van der Hofstad, 2017, Section 4.2 and
Bollobas and Riordan, 2009.) For the latter, such branching processes, and therefore
the degree distribution, can be studied by using piecewise-deterministic Markov
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jump processes, a tool which we introduce in Lemma 2.3; see also Section 3.1 for the
connection to branching processes. The new connection of X and Z is via a duality
relation (see (2.2)), which was already used in Hermann and Plaffelhuber (2016),
and proved extendable in various directions. Generalizing the limit results from
Hermann and Pfaffelhuber, 2016, Lemma 3.3 for X to a broader class of piecewise-
deterministic Markov processes, we obtained general limit results for branching
processes with disasters in several settings in Hermann and Pfaffelhuber (2020). In
the present paper, we transfer these results to the degree distribution, generalizing
the results of Theorem 2.7 in Hermann and Pfaffelhuber (2016) to the model with
edge deletion; see Section 3. In particular, we derive a phase transition such that
if p is small, the fraction of vertices with positive degree vanishes. In this case we
find that the sub-graph of non-isolated vertices is exponentially small, with two
possible rates depending on p and ¢; see Theorem 2.4. For larger p, a positive
fraction of vertices is non-isolated, and their degree is unbounded. In Section 4, we
prove Theorem 2.9 which states limit results for binomial moments of the degree
distribution, cliques and the degree of a fixed node mainly by applying martingale
theory, generalizing Theorems 2.9 and 2.14 in Hermann and Pfaffelhuber (2016).

2. Model and main results

After introducing the model (and its connection to a piecewise deterministic
Markov process) in Section 2.1, we give our first main result, Theorem 2.4, on
the number of non-isolated vertices, in Section 2.2. In Section 2.3, we discuss the
(generating function of) the degree-distribution of the sub-graph of non-isolated
vertices. Theorem 2.9 on certain graph functionals is contained in Subsection 2.4.
Finally, we put our results in perspective to previous results in Subsection 2.5.

2.1. The model and a piecewise deterministic Markov process.

Definition 2.1 (Partial duplication graph process with edge deletion). Let p €
[0,1], § > 0 and Gy = (Vp, Ep) be a deterministic undirected graph without loops
with vertex set Vo = {v1,...,vy;} and non-empty edge set Ey. Let PD(p,0) =
(Gt)t>0 be the continuous-time graph-valued Markov process starting in Gy and
evolving in the following way:

— Every node v € V; is p-partially duplicated (or p-copied for short) at rate
ke = (|Vi| +1)/|V4], i.e. a new node v}y, |41 is added and for each w € V;
with (v, w) € E, v)y,41 is connected to w independently with probability
p.

— Every edge in E; is removed at rate §.

Then, PD(p,d) is a partial duplication graph process with edge deletion with initial

graph Gy, edge-retaining probability p and deletion rate §. Within PD(p,d), we

define the following quantities:

(1) Let Dy(t) := degg, (vs) - 1i<|v,|y be the degree of v;, i.e. the number of its
neighbors, at time ¢.

(2) Let F(t) :== (Fi(t))k=0,1,2,.. with Fy(t) := |[{1 <@ <|V{| : D;(t) = k}|/|V4]
for K = 0,1,2,... be the degree distribution at time t. Furthermore, let
F.(t) :=1— Fy(t) be the proportion of vertices of positive degree.

(3) For k=1,2,... let Bi(t) :== > =4 (i)Fg(t) be the kth binomial moment of
the degree distribution.



328 F. Hermann and P. Pfaffelhuber

(4) For k = 1,2,... let Ck(t) be the number of k-cliques at time ¢, i.e. the
number of complete sub-graphs of size k.

Remark 2.2. (1) It is often desirable to have a discrete-time graph valued-
process where at each time n the graph is of size n. For the PD(p,?d),
such a discretization is also possible, but quite elaborate, since the number
of edge deletions between two node additions follows a generalized negative
hypergeometric distribution heavily depending on the number of edges and
thus depending on the number of edges added with the latest node. In
what follows, we will only discuss the continuous-time version.

(2) We choose the duplication rate x; := (|V;| 4+ 1)/|Vi| in order to get a closed
recurrence relation for the degree distribution; see Lemma 3.3. Alterna-
tively, one could choose k; := 1, i.e. all vertices are copied at unit rate.
Since |V;| ~ Voe! (see Lemma 4.4) and hence fot Ks — Fgds = fot Vlslds con-
verges to a finite random variable, we conjecture that the random graph
with our choice of k; behaves the same qualitatively for ¢ — oo (i.e. un-
derlying the same phase transitions as in Theorems 1 and 2). However,
some limits depend on the intial graph (cf. Fy in Theorem?2.4(c)) and thus,
since the choice of x; influences the distribution of G; early on, quantitative
differences are to be expected.

(3) For k € N a k-star is a graph of k+1 nodes and k edges, where one particular
node, the center, is connected to each of the k other nodes. Since each node
of degree / is the center of (ﬁ) distinct k-stars, these deliver an alternative
interpretation for the binomial moments: |V;|- By(t) is equal to the total
number of distinct k-stars contained as subgraphs in G;. Hence, the By(t)
as well as the Cy(t) can give an understanding of the topology of G¢. In
fact, several functionals of interest can be expressed via By and Cj as the
average degree in G; equates to By (t) = Ca(t)/|Vi| while the transitivity
ratio is given by %

Note that Hermann and Pfaffelhuber (2016) used the notation Sk (t) for the
factorial moments of the degree distribution giving Sk (t)/k! = Bi(t).

In order to formulate our results, we need an auxiliary process, which is connected
to PD(p,d). It will appear below in Theorem 2.4.1 and in Proposition 2.6. The
proof of the following Lemma is found in Section 3.2.

Lemma 2.3 (Connection of PD(p,d) and a piecewise-deterministic Markov pro-
cess). Let X = (X;)i>0 be a Markov process on [0,1] jumping at rate 1 from X; = x
to px, in between jumps evolving according to Xy = pXy(1—X;)—0X;. Furthermore,
let

Ho(t) = 3 (1 - 2) Fi(t), (2.1)

k=0

i.e. the probability generating function at 1 — x of the degree distribution at time t.
Then, for allt > 0 and x € [0, 1], writing E,[.] := E[.| X, = «],

o0

E[H,(t)] = Eo[Hx,(0)] = Y Fi(0) - E[(1 - X¢)"]. (2:2)
k=0
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2.2. Limits on the number of non-isolated vertices. Recall from the model with
d = 0 that there are at least three regimes: 1) If p < 1/e (or 0 > p — plogl)
Theorem 2.7 of Hermann and Pfaffelhuber (2016) shows that the frequency of iso-
lated vertices converges to 1, and Theorem 2.1 of Jordan (2018) shows that the
connected component converges to a graph with a power law distribution. 2)
If 1/e < p < p*, where p* &~ 0.567143 is the unique solution of pe? = 1, (i.e.
— plog% >0>p-—log %)7 the techniques of Jordan (2018) break down (see his
Proposition 3.7), but still Theorem 2.7 of Hermann and Pfaffelhuber (2016) shows
that the frequency of non-isolated vertices becomes negligible. 3) If p > p* (or
— log% > 0), the expected number of non-isolated vertices converges to a non-
trivial fraction of the whole graph. Our first result, Theorem 2.4 below, extends
this result to the case 6 > 0. The three cases (a), (b) and (c) of the following
Theorem have 1), 2) and 3) as special cases for 6 = 0 . In Figure 2.1, we give an
illustration of all cases.
For the formulation, we need some notation: For X as in Lemma 2.3, we define

E[X?2]
c=exp| — 5 ds). 2.3
p( p/() ]El[Xs] ( )
Set a; ~ by, if a;/by oo, 1, as well as [[, = 1, and recall that By(0) is the kth

binomial moment of the degree distribution of the initial graph, and in particular,
B1(0)|Vp| is the initial number of edges.

Theorem 2.4 (Limit of the degree distribution). Let p € (0,1) and § > 0.
(a) If 6 > p—plog %, then F(t) —— LimicN
E[F4 (t)] ~ ce” (10720,

where ¢ € (0, B1(0)) is given in (2.3).

p=ze " andp—plogs >0 > p—log:, then F(t
b) If L and 1 zl> 1) 1 119 hen F
almost surely with

(1,0,0,...) almost surely with

t—)oo

2% (1,0,0,...)

—1log E[Fy ()] =% 1 — 1(1 + log ),
where v = log %/(p —9).
(c) If p> log% and 0 < p— log , then F(t ) 2, (Fy,0,0,...) almost surely,
where Fy is non-determmistzc and

Z

E[FO]:l—(l—f—flog )ZBk )i 1H(1—7— i )

Remark 2.5 (Interpretations). (1) Clearly, the quantity Fj is increasing in §
and decreasing in p (and F, is decreasing in ¢ and increasing in p). See
also the illustrations of Theorem 2.4 in Figure 2.1.
(2) For Theorem 2.4(c), we will see in the proof that the right hand side is
the hitting probability of a stochastic process, and in particular is in (0, 1).
This interpretation shows that 0 < E[Fp] < 1 as long as the initial graph is
not trivial (i.e. Fy(0) < 1).
(3) The asymptotics given in case § > p — plog% is more exact than the one

given for p —plog% >0>p— log% (in the sense that —1log E[F (t)] ~
146 — 2p is a consequence of part 1 of the above Theorem). The reason is
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that we can give a formula for ¢ in this case, which does not carry over to
(b); see the proof of Proposition 2.6.

E[F (00)] ~ e 1(1+020)

1
]E[F+(OO)] Ne_t(l_ 5 (1+log 1))

E[Fo(c0)] < 1

FIGURE 2.1.

Mlustration of Theorem 2.4. In (A), the three cases are shown in the p — J-plane.
In (B), we draw the different exponential rates of decrease in E[F4].

2.3. On the degree distribution of non-isolated vertices. In the case § > p — log %,
the frequency of isolated vertices converges to 1. Hence, it is interesting to study
the (degree distribution of the) sub-graph of non-isolated vertices. In order to do
so, note that F (¢t) = 1 — Hy(t), with H from (2.1). Also note that, if at some time
t a duplication event is triggered, 1 — H,(¢) denotes the probability that the new
node is not isolated. Here, we aim for results on the asymptotics of the generating
function of the degree distribution of the sub-graph of non-isolated vertices,

ht(t) = S (L—2)"E[F(t)] _ E[Ha() — Hi(t)] _ . E[1 - Ha(t)]
' E[Fy ()] E[1 — Hy(t)] E[l - Hy(t)]

Using (2.2) and Bernoulli’s formula we compute
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E[l - HZL’(t)]
1= Y RO~ X)) = 1- Y B S A0
k=0 =0 k>0
=1- i( 1)'E.[X!]- B Z Be(0)(—=1)'E, [X]). (2.4)
£=0

As it turns out, we can control the right hand side as long as 6 > p — plog% (see
Lemma 3.4). This immediately implies the following result:

Proposition 2.6 (Limit of degree distribution on the set of non-isolated vertices).
Let X be the process given in Lemma 2.3 and § > p — plog 1%. Then, as t — oo,
E.[X¢]
Eqi[X¢]

For the other case, p — log% <d<p-—plog ]%, the right hand side of (2.4) is not
dominated by the E,[X;]-term. Here, we can rather show that (see Section 3.4)

1/t B, (XS] . tooo, (0= 0)k 4" — (1+1ogy)/y
tJo Eg [Xf] pk
10g St -1
Ck\D, d
kyp (®:9)
where v = log % /(p — 0). However, to obtain a limit result in analogy to Proposi-

tion 2.6, we need this convergence not only to hold in the Cesaro-sense, but in the
regular sense, i.e.

E[l — H,(t)] ~ E,[X:] - B1(0), and therefore 1—hi(t)~

(2.5)

Conjecture 2.7. Forp>e™!, p— log% <i<p —plog% and k > 1 it holds
Ew[Xf—i_l] t—o00

— J). C

A e ) (©
. .. . -1 E, [X +1] . . . .

With this, inserting E,[X{] = E,[X] [, T (2.4) immediately provides

(a) and (b) of

Proposition 2.8. Assume that Conjecture 2.7 holds.
(@) Ifp>et, 6=0p —plog%, then ¢1(p,0) = 0 and E[1 — H,(t)] ~ E;[Xy] -
B1(0).
(b) Ifp>et, p—logl < 5<p—p10gl, then

]E[l _Hx( Xt ZBZ £+1 (p7 6)"'64—1(1)’ 6)

In both cases, ast — oo,

E.[X¢] *E1[X2] E.[XZ

1—hf(t) ~ Nxexp<p/ 5. — - ds). 2.6

( ) El [Xt] 0 El [Xs] ]Ex[Xe] ( )

The last approximate equality is also shown in Section 3.4. Since the right hand

side of (2.6) is non-trivial, this proposition implies — given that Conjecture 2.7

holds true — that the degree distribution of the sub-graph of non-isolated vertices
converges to some non-trivial distribution.




332 F. Hermann and P. Pfaffelhuber

However, for a proof of Conjecture 2.7 or a closer analysis of the limits more insight
into the process X is necessary.

2.4. Limits of some graph-functionals. We now investigate the limiting behavior of
certain functionals of the graph.

Theorem 2.9 (Binomial moments, cliques and degrees). Ast — oo, the following
statements hold almost surely:

a) Fork=1,2,..., eP*Bi(t) = Br(o0), where Bi(oco) € an
(a) Fork=1,2 tﬂB() By (o0), wh B()[Z1 d

k-1
/Bk: 1+(5_2p7 Zfdzp_p(lkfl )7
1+ 6k — pk —p*, otherwise.

(b) Fork =2,3,..., exp(—t(kp*~! — 5(’;)))C;€(t) — Ck(00), where Ci(o0) €
L.
(i) If Cx(0) > 0 and § < 2p*~1/(k — 1), the convergence also holds in L
and P(Cj(c0) > 0) > 0.
(ii) Otherwise, if § > 2pF=1/(k — 1), Ci(t) = 0 for all t > T* for some
finite mndom variable T¢% and P(Cy,(c0) = 0) =1
(c) Fori < |Vo|, e *P=9D;(t) — D;(00), where D;(00) € LY. Moreover,
(i) if D;(0) > 0 and 6 < p, the convergence also holds in L for all v > 1
and
E[D;(c0)) = Di(0)(1+ w) (2.7)
(ii) if 6 > p, Di(t) = 0 for all t > T; for some finite random variable T;
and P(D;(c0) = 0) =

Remark 2.10 (Interpretations).

(1) For Theorem 2.9.(a), we have f; = 1+ 6 — 2p and for 6 = 0, we have
Br=1—pk—p* k=1,2,... In all cases, we can also write 8 = (1 +6 —
2p) A (1 + 8k — pk — p¥), which immediately shows that S is continuous
in p and §. In addition, for £ = 2,3,..., we find p > ”(1;73?71), i.e. we can
choose § > 0 such that either of the two cases can in fact occur. Moreover,

Br < Br_1, which can be seen as follows: First, note that W% =

ceed k=3 _ 1
%>1 So, if § > p— M , both B1_1 and B do not

depend on k anyway. Then, if p —
that

Bie1—Br=1+08—2p—min(1+ 6 —2p,1+ 6k — pk —p*) > 0.

1 2
&>5>p %,wehave

Finally, for p — M > 6, we have

_ p(1—pF! _
Bk—l*ﬂk:p*‘s*pk 1+pk2%*p(1*p)pk ?
1+ +p2
=pl-p (= o) 20

The fact that 8x_1 > Bk implies that there are much less star-like subgraphs
with k — 1 leaves than star-like subgraphs with & leaves, k = 2,3,... This
can only be explained by nodes with high degree.



The partial duplication random graph with edge deletion 333

t—o00

(2) Noting that By (t) = 2|V (t)|-C2(t) and 1 log|V (t)] —> 1, we see that the
results in (a) and (b) imply the same growth rate for the number of edges.

(3) Interestingly, we find that 6 > p implies that all vertices of the initial graph
will eventually be isolated (i.e. have degree 0). However, the total number
of edges, denoted by Csq, only dies out for § > 2p. So, for p < § < 2p, all
initial vertices become isolated, but are copied often enough such that the
number of edges is positive for all times with positive probability.

FIGURE 2.2.

Hlustration of Theorem 2.4(a). We display the rates of decay of E[By(t)] for k = 2
(A) and k =3 (B).

2.5. Connection to previous work. Hermann and Pfaffelhuber (2016) analyzed the
case § = 0. Note that Theorem 2.7.1 in that paper is extended here by considering
d > 0 as well as giving precise exponential decay rates in Theorem 2.4(a) and 1(b).
Moreover, recalling the connection By (t) = Sk(t)/k! mentioned in Remark 2.2.3,
Theorem 2.7.2 is also generalized here to the case § > 0 and further extended by
the almost sure convergence of each component of the degree distribution in The-
orem 2.4(c). The methods used in the proofs of Theorem 2.4 and Proposition 2.6
must be seen as extensions of tools used previously in Hermann and Pfaffelhuber
(2016). In particular, we found that duplication graphs with edge deletion yield a
similar connection to birth-death processes with disasters, defined in the next sec-
tion. Such models can be studied using piecewiese-deterministic Markov processes;
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see Hermann and Pfaffelhuber (2020). Theorem 2.4 and Proposition 2.6 now es-
sentially follow by combining Hermann and Pfaffelhuber, 2020, Corollaries 2.4 and
3.7 in the next section.

Theorem 2.9 in Hermann and Pfaffelhuber (2016) deals with cliques and k-stars
in the case 6 = 0 and is extended by Theorem 2.9. More precisely, since |V;| ~ e,
and Hermann and Pfaffelhuber (2016) treats the discrete-time model, we note that
Theorem 2.9(1) of Hermann and Pfaffelhuber (2016) aligns with Theorem 2.9(b),
but only gives £! (rather than £?)-convergence. In Theorem 2.9(2) of Hermann
and Pfaffelhuber (2016), Sy, the number of k-stars in the network at time ¢ relative
to the network size, was analyzed, which coincided with the factorial moments of
the degree distribution. There, a k-star was not defined as a sub-graph of Gy, since
it depended on the order of the nodes. |V;| - By(t) now gives the number of star-
like sub-graphs in the network at time ¢ consisting of k + 1 nodes. Since the only
difference between S}, and By, as given in Theorem 2.9(a) is a factor of k!, the results
of Hermann and Pfaffelhuber (2016) easily apply also for By if 6 = 0. Theorem 2.14
of Hermann and Pfaffelhuber (2016) treats the degrees of initial vertices and thus
can be compared to Theorem 2.9(c).

3. Proof of Theorem 1

Our analysis of the random graph PD(p,¢) is based on some main observations:
First, the expected degree distribution can be represented by a birth-death process
with binomial disasters Z, such that the distribution of Z; equals the expected
degree distribution of Gy; see (3.2). Second, asymptotics for the survival probability
of such processes were studied in Hermann and Pfaffelhuber (2020).

3.1. Birth-death processes with disasters and p-jump processes.

Definition 3.1. Let b > 0, d > 0 and p € [0,1]. Let Z(b,d,p) = (Z¢)¢>0 be a
continuous-time Markov process on Ny that evolves as follows: Given Zy = z, the
process jumps

— to z+ 1 at rate bz;

— to z — 1 at rate dz;

— to a binomially distributed random variable with parameters z and p at
rate 1.

Then we call Z(b,d, p) a birth-death process subject to binomial disasters with birth-
rate b, death-rate d and survival probability p.

Remark 3.2. (1) A birth-death process with binomial disasters, Z (b, d, p) mod-
els the size of a population where each individual duplicates with rate b and
dies with rate d, subjected to binomial disasters at rate 1. These disasters
are global events that kill off each individual independently of each other
with probability 1 — p, which generates the binomial distribution in the
third part of Definition 3.1.

(2) Hermann and Pfaffelhuber (2020) provides several limit results for such
branching processes with disasters. As reference for the following, let Z =
Z(b,d,p) be as above. Then, Corollary 2.7 of Hermann and Pfaffelhuber
(2020) states:
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(a) If b—d < plog %, Z goes extinct almost surely and
: 1
tlggo—zlog]P’(Zt >0)=(1-p) —(b—4d).

(b) prlog% <b-—d<log %, Z goes extinct almost surely and

b—d log ;
Jim =4 log P(Z; > 0) 1og},(1+1°g(bd))'

(c) If b—d > log 5, then Py (limysoo Z; = 0) + Py(limyo0 Z; = 00) = 1
and

rui =0 = (1= )3 () T (1 ),

By constructing a relationship between PD(p,d) and Z(p,d,p) in
Lemma 3.3, we are able to transfer these results to our duplication graph
processes.

Lemma 3.3. Letp € (0,1), § > 0 and recall Fi(t) from Definition 2.1. As h — 0,
the entries Fy, of the degree distribution yield

HE[FL(t + 1) — Fi(t) | G4
= —(1+ pk + 0k)Fy(t) + p(k — 1) Fj—1(t) + 6(k + 1) Fieqa (¢)

+Z( ) p) FF(t) + o(1).

>k

(3.1)

Moreover, recall Z := Z(p,d,p) from Definition 3.1 (i.e. the binomial distribution

of the disasters has the birth rate as a parameter) and let P(Zy = k) = Fy(0) for
all k be its initial distribution. Then, for all t > 0 and k, it holds
P(Z; = k) = E[Fx(2)], (3.2)

i.e. the distribution of Z; equals the expected degree distribution of Gy.

Proof: Letting @ (t) := |V;|Fx(¢), the absolute number of nodes with degree k at
time ¢, we obtain for A — 0 that

1E[®)(t + k) — Pp(t) | Gy
—(pkkt 4+ 0k)Pp(t) + p(k — 1)kePr—1(t) + 6(k + 1) Pp41(2)

+ Z KDy (t) (i)pk(l —p)F 4+ 0(h),

0>k

where the first term on the right hand side stands for the events at which a node
can lose the degree k by either obtaining a new neighbor (by one of its k neighbors
being copied, which happens with rate kx;, retaining at least the one relevant edge,
which has probability p) or one of its k edges being deleted, which happens at
rate k. The second and third terms describe the corresponding gain of a node
with degree k by analogous events. Finally, the sum equals the rate of a new node
arising with degree k, which can only happen if a node of degree ¢ > k is copied
(with rate k:®@,(t)) and the copy retains exactly k edges (which then has a binomial
probability).
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Now, since |V;| only increases if a new node is added, i.e. on an event related to
K¢, it follows

HE[Fk(t + h) = Fi(t) | Gi]
- lE[q’k(t+h) _ 9(t) Gt] +;E{@k(t) B (bk(t)‘Gt}

[Vitnl [Vitnl Vienl Vi
Rt {—k
_ Bt (e 1) S0
T L PRPR(0) k= )P ERPIA (i) a-0)
5k (E) + 6k + 1) Drsa (1) 1 1
Vi|®r ()| ——— — — O(h
Vi R0 (7 = ) + O
Z—pk‘Fk(t) (k’—l Fy_ 1 + E Fg () 1— ) —k

>k
— 0kFy(t) + 6(k + 1) Fry1(t) — Fr(t) + O(h),
and (3.1) holds. Computing the Kolmogorov forwards equation for Z shows that
for k=0,1,2,...
Ap(Z, = k) = —(1+ pk + 6k)P(Z, = k) + p(k — 1)P(Z, = k — 1)

Ok + DP(Ze=k+ 1)+ P(Z = 0) (ﬁ)p’“(l -

0>k

which is the same relation as (3.1) after taking expectation and letting h — 0. This
shows (3.2). O

3.2. Properties of the piecewise deterministic jump process X. We have seen the
connection of PD(p,d) to a branching process with disasters in Lemma 3.3. Such
branching processes are in turn closely connected to piecewise deterministic jump
processes as in Lemma 2.3 (Hermann and Plaffelhuber, 2020). Hence, we can now
prove Lemma 2.3.

Proof of Lemma 2.5: Lemma 3.3 implies that E[H,(¢)] = E[(1—x)%]. Recogmzmg
(Zy) = Z(p, d,p) as a homogeneous branching process with disasters Z>\7q71,p in the
sense of Hermann and Pfaffelhuber, 2020, Definition 2.5, with death-rate A = p+ 9
and offspring distribution ¢ = (o, 0, ¢2,0, .. .) holding ¢; = 1% = 1— qo, the result
follows from Lemma 4.1 in Hermann and Pfaffelhuber (2020). u

For the process X, we now obtain a property which is needed in the proofs of
Theorem 2.4 and Proposition 2.6.
Lemma 3.4 (Moments of X). Let X be as in Lemma 2.5. If § > p— plog %, then
E,[XF] = o(E.[Xy]) for all k =2,3,... and E,[X,] ~ ce t(F72P) where

0o 2
c:=x~exp(—p/0 mds) € (0,1).
Proof: Recall v := log %/(p—é). Indeed, for p—plog% < §<p—p?log %, such that
v € (p~t,p~2), it follows from Corollary 2.4 of Hermann and Pfaffelhuber (2020)
that — independent of x —
71 (E [Xf]) tmoo, 4 1+logy
E.[Xi]

—(14+6—2p) =2p-ca(p,d) > 0.
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On the other hand, if § > p — p?log %7 the same corollary gives

1 E.[X7]
o (Ez[Xt]

)H‘” 2 25— 2p—p? — (146 —2p)
:5—p22p2(%—1—log%)>0.

In either case, there is an & > 0 such that 0 < 7(s) 1= E,[X2]/E.[X;] = O(e =)
and it follows from (3.3)

E.[X:] = zexp ( —t(1+0—2p) p/otr(s)ds),

conluding the proof. O

3.3. Proof of Theorem 2./. By (3.1) in Lemma 3.3, we get that, as h — 0

LE[Fy(t + h) — Fo(t)|Gy] — —Fo(t) + 0F(t +Z 1—p

= 6F1(t) + Z(l —p) Fo(t) > 0.
=1

Hence, (Fy(t)): is a bounded sub-martingale and converges almost surely and in
L'. Consequently, the left hand side has to converge to 0 almost surely. Since
(1 —p)* is always positive, that can only be the case if Fy(t) — 0 almost surely for
all £ = 1,2,..., which guarantees almost sure convergence of F(t) to a vector of
the form F(c0) = (Fp,0,0,...) in all cases.

Let Z := (Zi)i>0 = Z(p, 6, p) be as in Definition 3.1. We note that E[F, (t)] =
P(Z, > 0) by (3.2). For (a), we see from Lemma 2.3 and Lemma 3.4 that

E[F ()] = 1 —E[H:()] = 1 = ) Fi(0)E[(1 — X)"]
k=0

= kFL(0)E1[X¢] + o(By [Xy]) ~ By (0) - ce™H1H072P)
k=1
with ¢ as in (2.3). Moreover, (b) follows directly from Corollary 2.7 in Hermann
and Pfaffelhuber (2020); see Remark 3.2.2. by setting b = p and d = 4. For (c), we
again use Corollary 2.7 in Hermann and Pfaffelhuber (2020), but use in addition
that

E[Fy(t)] =P(Z, = 0) = > Pi(Z, =0)-P(Z = k),
and 3,5, Fr(0)(5) = B(0). O
3.4. Proof of claims in Subsection 2.5. It remains to show (2.5) and the last equality

in (2.6). Applying the generator of X we see that its moments satisfy, for k =
1,2,...,

d
; logE,[XF] =

. (PPELLXF) — Ba[X}] + (p — OREL[X[] - phE.[X}*])

1
E,[XF]
Pk, [XH]

E.[XF] (3:3)

=p"+(p—k—1
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and thus, integrating, dividing by —t, and using Corollary 2.4 of Hermann and
Pfaffelhuber (2020),

Lt k+1 k L1 k k k

7 | BelXEY/BLX s = (G (log B [XF] ~ log(x*)) —p* — (p— 9)k +1)

0
100, P — 0 +p" — (1 +1log) /v
pk

which shows (2.5). Moreover, the last equality in (2.6) also follows from (3.3). O

- Ck(p75)7

4. Proof of Theorem 2.9

The proof of Theorem 2.9, which is carried out in Section 4.4, will be based on the
analysis of several martingales, which are derived in Proposition 4.5 in Section 4.3.
In Section 4.2, we will analyze the total size of G;.

4.1. Two auziliary functions. We will need two specific functions in the sequel,
which we now analyze.

Lemma 4.1. Letp e (0,1), 6 >0 and
][0,00) — R,
g T — 1+ dx — px — p”.
Then, g is strictly concave and thus, © — g(x)/x strictly decreases. Also, the

following holds:
(1) If § > p, g is strictly increasing and,

1, if p=2.

(2) pr—log%<5<p,

. {strz’ctly increasing on (0,€),
g is

strictly decreasing on (€,00)

for & :=log~/ 1og% with v := log Z%/(p—é). The global mazimum is g(§) =
1-— %(1 +log 7).
(3) If 6§ <p—1log %, g strictly decreases and its mazimum is g(0) = 0.

Proof: All results are straight-forward to compute. First, ¢’(z) = § — p+ log % - p®
for all cases. Since the right hand side strictly increases, g is strictly concave. Part
1. follows from the form of ¢’. For part 3., we have that ¢'(z) < d —p+ log% <0,

implying the result. Finally, for part 2., we have that ¢’'(x) = 0iff p~® = log %/(p—

0) =~ iff x =log~y/ log% =¢ =logvy/(y(p —0)) and the rest follows. O
Lemma 4.2. Let T’ denote the T-function, r € R, g"(n) = % and ng >
max{2,1 —r}. Then, there are 0 < ¢, <1< C, < 00, such that

en” < g'(n) < Cwn" for alln > nyg. (4.1)

Proof: First, we note that g"(n) ~ n" as n — oo (see e.g. 6.1.46. of Stein, 1970)
and hence, the result follows. (I
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4.2. The size of the graph. For the asymptotics of the functionals of the random
graph in Theorem 2.9 it will be helpful to understand the asymptotics of the process
(|V4]). Here and below, we will frequently use the following well-known lemma.

Lemma 4.3. Let X = (X;)i>0 be a Markov process with complete and separable
state space (E,r), and f: E — R continuous and bounded and such that

lim FE[f(Xoen) — f(X) X0 = 2] = M (@), @€ B
for some X € R, then (e f(X;))i>0 is a martingale.
Proof: See Lemma 4.3.2 of Ethier and Kurtz (1986). O

Lemma 4.4 (Graph size). Let g"(n) := I'(n+7)/T(n). For all r > —(|Vo| + 1),
the process (e~ g" (|Vi| 4+ 1))t>0 is a non-negative martingale. Moreover, there is a
random variable V., such that the following holds:

t—o0

e \Vi| == Vi almost surely and in L" for all v > 1,

el /|Vi AmiaN 1/Vi almost surely and in L7 for 1 <r < |Vp| + 1,
Voo is T(|Vo| + 1, 1)-distributed.

Proof: Let 0 < ¢, <1 < Cp < 00 be as in Lemma 4.2. The process V := (|V])i>0
is a Markov process which jumps from v to v + 1 at rate v + 1. Setting ¢"(v) =
I'(v+r)/T(v), we see that the process (¢"(|Vz| + 1))i>0 is well-defined and non-
negative if |[V;|+1+7 > 0 for all ¢, i.e. if r > —(|Vo| +1). Then, as h — 0,

FElG" (Vign) =g (V)IVe = 0] = (v + 1)(¢" (v +2) —g" (v + 1)) + o(1)
— (v+1)g" (v + 1)(L1+r

i 1) +o(1)
—rg"(v+1) +o(1)

and Lemma 4.3 implies that (e ""¢"(|V4] + 1))s>0 is a (non-negative) martingale
for all r > —(|Vy| + 1), and therefore £!-bounded. By the martingale conver-
gence theorem, this martingale converges almost surely. Using (4.1), the martingale
(et (IVi]+1))¢ = (e t(|V|+1))s is L7-bounded for every 7 > 1 and therefore con-
verges in £". Analogously, for r = —1, the martingale (efg=*(|V;|+1)): = (e!/|Vi]):
is L"-bounded for 1 < r < |Vp| + 1 and converges in L.

Noting that (|Vi] + 1)¢>0 is a Yule-process starting in |Vp| 4+ 1, we have that
[Vi| + 1 is distributed as the sum of |Vj| + 1 independent, geometrically distributed
random variables with success probabilities e~ (see e.g. p. 109 of Athreya and Ney,
1972). Hence, as t — oo, we find that e~t|V;| converges in distribution to the sum
of |Vp| + 1 independent, exponentially distributed random variables with unit rate.
This is a I'(|Vo| + 1, 1) distribution. O

4.3. Some martingales. Similarly to the discrete-time pure duplication graph in
Hermann and Pfaffelhuber (2016) we obtain martingales for the functionals of

PD(p, ).
Proposition 4.5 (Martingales). Fiz k > 2.

(1) Considering the function g of Lemma /.1, the following properties hold:
(a) If g(1) < g(k), (e By (t))i>0 is a martingale that almost surely con-
verges to a limit By(o0) € L.
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(b) If g(1) > g(k), there is a process Ry(t) such that (e!9F)(By(t) +
Ri(t)))i>0 s a positive martingale that almost surely converges to a
limit By,(c0) € L' and %) Ry (t) 12,0, In particular, et9(k) By (t)
— By (00) almost surely as t — co.
Combining (a) and (b), we find "9MWN®) B, (1) 222 By (c0) € L1
(2) (e —t(kp" Tt —1-0(5 ))C'k( t)/IVil)i>0 is a martingale that converges almost

surely to a limit Cy(00). If additionally Cy(0) > 0 and § < 2pF=1/(k — 1),
the convergence also holds in L2.

(3) Leti <|Vy|. Then, (e=*P=9=YD;(t)/|Vi|)i>0 is a martingale that converges
almost surely to a limit D;(c0) € L. Moreover,

Ele~t"=) D, (t)] = D;(0) (1 +(1— e‘t)ﬂ%) (4.2)

and for r > 2, there is C' > 0, depending only on r,p,d such that
t
Bl(e - IDi(0)'] < B(D:0)]+ € [ e 0 IE[(e 00D, (5) ds. (43)
0

Proof: 1. Since the sum in By (t) is almost surely finite for every &k and ¢, it follows
for h — 0 using equation (3.1), that

LE[By(t + h) — Bi(t)|Gy]

=3 ( > ( (14 pl + GO Fy(t) + p(€ — 1) Fp_y (t) + 6(0 + 1) Fpyr ()

1>k

+> (?)pg(l —p)’"‘éFm(t)> +o(1)

m>/
= —By(t) + plk — 1) Fj_y( +T;>;€F ei(/i)( ) (1 gyt
*;Ff ( (p+ )¢ (i) +p£(“];1> +5z(£k1>> +o(1).
=:a(l,k)

Considering that ("'H) (") = (m,n—l) and - - (:7_—11) = (::L), we deduce

m

-, )20 ()
oo ona,)

which implies that
+E[By(t + h) — By (t)|G4]
= — By(t) + p(k — 1)Bp_1(t) + (p — 6)kBy(t)

+ > Fn Zk (mg— k) (7;:)19“'“(1 —p)" " 4o(1)

m>k £=0
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=By.(t)((p — )k — (1 = ")) +p(k — 1) Br_1(t) + o(1)

=—g(k)Bi(t) + p(k — 1) Br—1(t) + o(1),
recalling the function g :  — 1+ dx — pxr — p* from Lemma 4.1. In any case we
see that (e!9(M) B)(t));>0 is a non-negative martingale converging almost surely to
a limit By(oo) € LY. For k = 2,3,... let gmin(k) := minj<,<x g(k) the running
minimum of g. Then, there are two cases to consider:

1. g(1) < g(k): It holds by strict concavity of g (see Lemma 4.1) that in this case
g(1) = gmin(k) < g(¢) for all 1 < £ < k. Thus, letting

k—1
1) pl
/\,ljT = 9 , m=2,...,k
g(k) el,_[ g(6) —g(1)
and \¥ .= 1+ 6 );0)\27 these coefficients are well-defined and positive. Considering
the linear combination Q(t) := Em | Ak B, (t) we obtain

FE[Qk(t + h) — Qr(t)|GY]

t)+ D Bu(t)(=Ang(m) + Ak 11pm) + o(1)

k—1
(o glm) = g(1)
w+2;BmwM( g(m) + pm T S )

+ Bi(8) ( — g(UAL +pA}) +o(1)
~9(D)Qi () +o(1).

So now, (e/9MQy(1))s>0 is a non-negative martingale for every k. Since By(t) can
be represented as a linear combination of (Q(t))1<e<k, also (e'9Y) By(t));>0 has to
be a non-negative martingale and thus converges to some By (c0) € L£!.

2. g(1) > g(k): Here it holds by strict concavity of g that g(¢) > g(k) = gmin(k)
forall =1,...,k — 1. Hence
k—1

14
/\,liI = S ,
1L 55 =5

/=

m=1,...,k,

are well-defined and positive. We compute analogously to the first case that, as
h — 0, with Qk(t) = anzl Al;anu

FE[Qk(t + h) — Qr(t)|G4]
= . g(m) — g(k)
0+ D2 BN, (— glm) +pm ) 4 o(1)
m=1
— —g(F)Qu(t) + o(1).

Thus, (etg(k)Qk(t))tZO is a non-negative martingale and has an almost sure limit
By(00) € L. Moreover, for £ < k, since g(¢) > g(k), we have that etg(k)Qg(t) — 0,
so, writing Ry (t) = Qg(t) — Bk(t), we see that Ry(t) = Ze 1 UEQe(t) for some
pho o pk | and R Ry (t) — 0 and €9F) By (t) — By (o) follows.

2. For the cliques fix ¢t > 0 and let Ni(v) for every node v € V; denote the number
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of k-cliques that node is part of. Then, > i, Ni(v) = kCj(t). Analogously define
Mi(e) as the number of cliques that the edge e € F; is contained in, such that
Y eer, Mi(e) = (g)C’k(t) Also, let Ci(t) := Ci(t)/|Vi|. Note that for a new k-
clique to arise, a node v inside of such a clique has to be copied. Then, every of the
Ny (v) cliques v is part of has a chance of p*~! that the copy obtains the k — 1 edges
it needs to form a new k-clique. Also, whenever an edge e is deleted, all My(e)
k-cliques are destroyed. We deduce

LE[Cy(t + h) — Oy (1)|G]

k=1 v = e
_ |th/:|—1 3 (Ck(t) FrmpHNk( ) _Cw)) 5y J\T@f') +o(1)

eckEy

. PFING(v) Vi + 1 4 5 (k
:v;w(ck(twr |Vt|’“ -0 Ck(t))—w<2>(]k(t)+o(1)

- C‘k(t)(kpk’l 1- 5(’;) ) +o(1). (4.4)

=9k

This shows that (e~*% - C(t))¢>0 is a non-negative martingale and hence converges
almost surely to an integrable random variable Cj(c0). .

It remains to show the L£2-convergence of the martingale (e='%*Cy(t))¢>o for
g +1>0,ie &6 <2p*1/(k—1). This will be done by considering the number of
(unordered) pairs of k-cliques, CC(t) := (C’CQ(t)) = (Cx(t)?>—Ck(t))/2, and verifying

that the process given by CC) (t) = e~ P2 % is £!-bounded, which implies

L2-boundedness of the martingale (e~** - Cy(t));>0 and concludes the proof.
Let us denote by C ¢(¢) the number of (unordered) pairs of k-cliques which have
exactly ¢ shared vertices. Since the overlap of such a pair (i.e. the sub-graph both

cliques have in common) is an ¢-clique with (5) edges, the number of edges making

up the pair equals 2(;) — (5) Hence, arguing as in the proof of Theorem 2.9 in

Hermann and Pfaffelhuber (2016), considering that (i) one new such pair arises if
one of the 2(k—¢) non-shared vertices is fully copied (probability p*~!), and (ii) one
new pair arises if one of the ¢ shared vertices is fully copied (probability p?*—¢~1),
by taking the copied node instead of the original one; in addition, there are two
new pairs of k-cliques, one original and one copied, which share £ — 1 vertices, and
(i) if one of the £ shared vertices is chosen, but only one of the two cliques is fully
copied (probability 2p*~1(1 — p*~%)) one new pair of k-cliques arises, which shares
£ —1 vertices. In addition, such a pair will be destroyed if one of its edges is deleted,
hence we deduce for ¢ < k —2

HE[Cre(t +h) = Cre(t) | Gi

Q(k _ @)pk71 + epzkféfl
Vil

5. (2(’;) - (ﬁ)) Cralt) +ol1),

o = o Crad)
which implies for Cy 4(t) :=e™* ‘“ﬂ‘vtl(k‘%, that

= (il +1)-

LE[Cy o(t + h) — Cra(t) | GY]
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= —2¢,Cre(t) + e 2% (|V] + 1)

@0 = OpF T 4 PR Cr () + 2(0 + 1)pF T Crega (1)
Vil - (Ve[ + DIVE|

1 1
+ Che(t) - ((IVt\ + DVl [Vil(Vi] - 1))>

—20 (’;) Cholt) + 5(5) Cr.o(t) + o(1)
= Chu(t) ( — 2q1, — 26 (g") + 6(5) + (2(k — O)pFt 4 ep? Tty WTVt_|1 - 2)
Vi -1
v

~ Y ~
< C’k,e(t)( —20pFT gpPR Tl 5(2)) + Crooa(t) - 206+ 1)pF 1 +0(1)

+ 5k,é+1(t) 200+ 1)pFt

+0o(1)

= () (P12 = P = 5= 1)) + 20+ )P T (1) + 0(1).

Analogously, for ¢ = k — 1, additional pairs arise if a clique with k vertices is
completely copied (probability p*—1), so

LE[C) p—1(t + 1) — Crpn(t) | G
<~ (k= 1)Crp(0) (P12~ p) ~ 3(k - 2))

Ch(t)
Vel(IVe] = 1)

Also, letting Ci(t) := e +2aC(t)/([Vi|(|Vi] — 1)) and combining the calculation
above with the one in (4.4), it follows that

FE[Ck(t +h) = Ci(t) | Gy

+ 2kpF—le—t2ak . +o(1).

_ A —t-2qp kpPT1CW(t) (Vi —1 | Ci(t) Vi +1
G e <mmwn'|W|+|W|”%@muwn>
- 5(5) Ci(t) + o(1)

< 6k(t)( g+ kptl o2 - 5(5)) +o(1)

_ _(kpk—l - 5(’;))@@) = —kCi(t) (pk_1(2 — %) = (k- 1)) +o(1).

Now, since

2pk71

6 < = min
k—1 2<m<k

{2p’“*1(2 —pFm) }

m—1
the coefficients given by

¢ k—1

2p
A =
==y

m=1
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for 1 < ¢ < k are well-defined and positive and we obtain for the linear combination

Ri(t) := Colt +Z>\eC’H ) + M Cr(t)

that
}lllg}) hE[R (t+h) — Ri(t) | G¢]
k=1
< Che(t) ~€< — e (pk71(2 —pF ) — Se—1)) + )\2_12]9’“71)
=1

+Cl) k(= M@= ) = S — 1) + A2t ) =0,

Thus, (Rg(t)) is a non-negative super-martingale, £'-bounded and, since Ayiy 1=
min({1} U {A;1 < £ < k}) > 0 and CCk(t) < Rp(t)/Amin, the proof of 2. is
complete.

3. For the degree D;(t), we set D;(t) = D;(t))/|V;| and compute, as h — 0,
%E[Bz‘(t +h) — Di(t) | Gy

_ pDi(t) (Di(t) +1  Di(t) pDi(t)\ ¢ Di(t)  Di(t)
‘('Vt'“)< v (et )+ O ) (s~ >>

+o(1)

\a Vil

_Di(t) [ Vil = Di(t) pDi(t)
= <p 7 -(1- - )—5>—|—0(1)

= Di(H)(p— 5 — 1) +o(1).

+6D;(t) (

Lemma 4.3 shows that (e ==Y D;(t)/|Vi|)s>0 is a non-negative martingale, and
hence converges almost surely. Furthermore, we write with ¢"(n) := T'(n+r)/T'(n)

LEly (Dt + ) — (D) | G
= (Wl + D2 (D10) + 1) - o (D1 (0)

Di(t) ~ 1) - g7 (Di(8))) + o)

Jr

+6Di(t) ("
#0000y g 1)) o

|
g
V

pr

= g"(Di(t))r(p —9) + g"(Di(t ))T(P(vajl - 1) _5<Di(tl))ir(?—1 B 1))

)
(
1 1
= 4 (Di(0)r(p = 8) +9" (Du(e)r (przr +00 = D=7 (4.5)
(
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Letting h — 0, this gives (4.2) for r = 1, since

E[e~' =9 D, (1)] = D (0) + /tpE[e_s(p—é)Di(S)/ﬂ/;|]ds
0

~n0)+ | b D4 (0)/ Vi ds,

where in the last step we used the martingale (e *?=2=Y D, (¢)/|V;|)¢>0. Moreover,

g (D) _

P NOETSY 9" H(D;(t)), (4.5) gives for some C > 0, depending on 7,p,

since

%E[e%’”“’*‘”gr(Di(t))] < C-E[e™"P0g 1 (Di(1))],

and (4.3) follows with Lemma 4.2 and integration. O

4.4. Proof of Theorem 2.9. (a). Recalling the function g from Lemma 4.1, we note
that (see also Remark2.10.1 for the second equality)

Br=(1+6-2p) AL+ (5 —p)k —p* = g(1) A g(k).

Hence, Lemma 4.5.1 shows that e’ By(t) is non-negative and converges to some
By(o0) € L. So, (a) follows.

(b) We combine Lemma 4.5.2 (recall the random variable Cj,(c0)) with the almost

_ t ,
sure convergence eV, ~——=5 V. from Lemma 4.4. In all cases, we have that

exp ( - t(kp’H - 5(5)))@(:5)

e G G B () OV I

22, G (00) - Vi = Cg(o0),
where V, > 0 almost surely.
If § > 2pF=1/(k —1), it is kpP~! — 5(]2“) < 0 and the convergence can only hold if

t—o0

Cr(t) == 0 almost surely. Since C(t) € Ny, the first hitting time T of 0 has to
be finite. On the other hand, for § < 2p*~!/(k—1), combining the £2-convergences
in Lemma 4.5.2 and Lemma 4.4 we obtain that the convergence in (4.6) also holds
in £1. Since (e—t(kpkfl—l—‘s(g))C’k(t)/|Vt|) is an L2-convergent and thus uniformly
integrable martingale, P(Cy(c0) > 0) = P(Ck(c0) > 0) > 0.

(c) Finally, fix ¢ € {1,...,|V,|}. Again, we combine Lemma 4.5.3 (recall the random

variable Dz(oo)) with the almost sure convergence e~V 122 V. from Lemma 4.1.
In all cases, we have that
D;(t o =
et D, () = et(p‘sl)ﬂzf(fet‘/ﬂ 1220 Dyi(00) - Voo =1 Dj(00). (4.7)
t

If § < p, we find by (4.2) that (e=*®=%) D;(t));>¢ is L'-bounded. Then, inductively
using (4.3) shows that (e*P=%) D, (t))¢>0 is L7-bounded for all 7 > 1. In particular,
this implies that the convergence in (4.7) also holds in £" for all » > 1. This gives
convergence of first moments, and (2.7) follows by taking ¢ — oo in (4.2).

If § > p, the almost sure convergence in (4.7) implies, since D;(t) € Ny, that
D;(o0) =0, so there must be a finite hitting time T; of 0.
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