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Abstract. For infinitely divisible distributions ρ on Rd the stochastic integral map-
ping Φf ρ is defined as the distribution of improper stochastic integral∫ ∞−

0
f(s)dX

(ρ)
s , where f(s) is a non-random function and {X(ρ)

s } is a Lévy process

on Rd with distribution ρ at time 1. For three families of functions f with parame-
ters, the limits of the nested sequences of the ranges of the iterations Φn

f are shown
to be some subclasses, with explicit description, of the class L∞ of completely self-
decomposable distributions. In the critical case of parameter 1, the notion of weak
mean 0 plays an important role. Examples of f with different limits of the ranges
of Φn

f are also given.

1. Introduction

Let ID = ID(Rd) be the class of infinitely divisible distributions on Rd, where d
is a fixed finite dimension. For a real-valued locally square-integrable function f(s)
on R+ = [0,∞), let

Φf ρ = L
(∫ ∞−

0

f(s)dX(ρ)
s

)
,

the law of the improper stochastic integral
∫ ∞−

0 f(s)dX
(ρ)
s with respect to the

Lévy process {X(ρ)
s : s ≥ 0} on Rd with L(X

(ρ)
1 ) = ρ. This integral is the limit in

probability of
∫ t

0
f(s)dX

(ρ)
s as t → ∞. The domain of Φf , denoted by D(Φf ), is the

class of ρ ∈ ID such that this limit exists. The range of Φf is denoted by R(Φf ).

If f(s) = 0 for s ∈ (s0,∞), then Φf ρ = L
( ∫ s0

0
f(s)dX

(ρ)
s

)
and D(Φf ) = ID. For

many choices of f , the description of R(Φf ) is known; they are quite diverse. A
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seminal example is R(Φf ) = L = L(Rd), the class of selfdecomposable distributions
on Rd, for f(s) = e−s (Wolfe, 1982, Sato, 1999, Rocha-Arteaga and Sato, 2003).
The iteration Φn

f is defined by Φ1
f = Φf and Φn+1

f ρ = Φf (Φn
f ρ) with D(Φn+1

f ) =

{ρ ∈ D(Φn
f ) : Φn

f ρ ∈ D(Φf )}. Then

ID ⊃ R(Φf ) ⊃ R(Φ2
f ) ⊃ · · · .

We define the limit class

R∞(Φf ) =

∞⋂

n=1

R(Φn
f ).

If f(s) = e−s, then R(Φn
f ) is the class of n times selfdecomposable distribu-

tions and R∞(Φf ) is the class L∞ of completely selfdecomposable distributions,
which is the smallest class that is closed under convolution and weak conver-
gence and contains all stable distributions on Rd. This sequence and the class
L∞ were introduced by Urbanik (1973) and studied by Sato (1980) and others. If
f(s) = (1− s)1[0,1](s), then R∞(Φf ) = L∞, which was established by Jurek (2004)
and Maejima and Sato (2009); in this case R(Φf ) is the class of s-selfdecomposable
distributions in the terminology of Jurek (1985). The paper of Maejima and Sato
(2009) showed R∞(Φf ) = L∞ in many cases including (1) f(s) = (− log s)1[0,1](s),

(2) s =
∫ ∞

f(s)
u−1e−udu (0 < s < ∞), (3) s =

∫ ∞

f(s)
e−u2

du (0 < s < s0 =
√

π/2).

The classes R(Φf ) corresponding to (1)–(3) are the Goldie–Steutel–Bondesson class
B, the Thorin class T (see Barndorff-Nielsen et al., 2006), and the class G of gener-
alized type G distributions, respectively. These results pose a problem what classes
other than L∞ can appear as R∞(Φf ) in general.

For −∞ < α < 2, p > 0, and q > 0, we consider the three families of functions
f̄p,α(s), lq,α(s), and fα(s) as in [S] (we refer to Sato 2010 as [S]). We define Φ̄p,α,
Λq,α, and Ψα to be the mappings Φf with f(s) equal to these functions, respectively.
In this paper we will prove the following theorem on the classes R∞(Φf ) of those
mappings. The case α = 1 is delicate. There the notion of weak mean 0 plays an
important role.

Theorem 1.1. (i) If α ≤ 0, p ≥ 1, and q > 0, then

R∞(Φ̄p,α) = R∞(Λq,α) = R∞(Ψα) = L∞.

(ii) If 0 < α < 1, p ≥ 1, and q > 0, then

R∞(Φ̄p,α) = R∞(Λq,α) = R∞(Ψα) = L(α,2)
∞ .

(iii) If α = 1, p ≥ 1, and q = 1, then

R∞(Φ̄p,1) = R∞(Λ1,1) = R∞(Ψ1) = L(1,2)
∞ ∩ {µ ∈ ID : µ has weak mean 0}.

(iv) If 1 < α < 2, p ≥ 1, and q > 0, then

R∞(Φ̄p,α) = R∞(Λq,α) = R∞(Ψα) = L(α,2)
∞ ∩ {µ ∈ ID : µ has mean 0}.

Let us explain the concepts used in the statement of Theorem 1.1. A distribution
µ ∈ ID belongs to L∞ if and only if its Lévy measure νµ is represented as

νµ(B) =

∫

(0,2)

Γµ(dβ)

∫

S

λµ
β(dξ)

∫ ∞

0

1B(rξ)r−β−1dr

for Borel sets B in Rd, where Γµ is a measure on the open interval (0, 2) satisfying∫
(0,2)(β

−1 + (2 − β)−1)Γµ(dβ) < ∞ and {λµ
β : β ∈ (0, 2)} is a measurable family of
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probability measures on S = {ξ ∈ Rd : |ξ| = 1}. This Γµ is uniquely determined
by νµ and {λµ

β} is determined by νµ up to β of Γµ-measure 0 (see [S] and Sato,

1980). For a Borel subset E of the interval (0, 2), the class LE
∞ denotes, as in [S],

the totality of µ ∈ L∞ such that Γµ is concentrated on E. The classes L
(α,2)
∞ and

L
(1,2)
∞ appearing in Theorem 1.1 are for E = (α, 2) and (1, 2), respectively. Let

Cµ(z) (z ∈ Rd), Aµ, and νµ be the cumulant function, the Gaussian covariance
matrix, and the Lévy measure of µ ∈ ID. A distribution µ ∈ ID is said to have
weak mean mµ if lima→∞

∫
1<|x|≤a xνµ(dx) exists in Rd and if

Cµ(z) = − 1
2 〈z, Aµz〉 + lim

a→∞

∫

|x|≤a

(ei〈z,x〉 − 1 − i〈z, x〉)νµ(dx) + i〈mµ, z〉.

This concept was introduced by [S] recently. If µ ∈ ID has mean mµ (that is,∫
Rd |x|µ(dx) < ∞ and

∫
Rd xµ(dx) = mµ), then µ has weak mean mµ (Remark 3.8

of [S]).
Section 2 begins with exact definitions of fα, f̄p,α, and lq,α and expounds existing

results concerning R∞(Φf ). Then, in Section 3, we will prove Theorem 1.1. In
Section 4 we will give examples of Φf for which R∞(Φf ) is different from those
appearing in Theorem 1.1. Section 5 gives some concluding remarks.

2. Known results

Let −∞ < α < 2, p > 0, and q > 0 and let

ḡp,α(t) =
1

Γ(p)

∫ 1

t

(1 − u)p−1u−α−1du, 0 < t ≤ 1,

jq,α(t) =
1

Γ(q)

∫ 1

t

(− log u)q−1u−α−1du, 0 < t ≤ 1,

gα(t) =

∫ ∞

t

u−α−1e−udu, 0 < t ≤ ∞.

Let t = f̄p,α(s) for 0 ≤ s < ḡp,α(0+), t = lq,α(s) for 0 ≤ s < jq,α(0+), and
t = fα(s) for 0 ≤ s < gα(0+) be the inverse functions of s = ḡp,α(t), s = jq,α(t),
and s = gα(t), respectively. They are continuous, strictly decreasing functions. If
α < 0, then ḡp,α(0+), jq,α(0+), and gα(0+) are finite and we define f̄p,α(s), lq,α(s),
and fα(s) to be zero for s ≥ ḡp,α(0+), jq,α(0+), and gα(0+), respectively. Let Φ̄p,α,
Λq,α, and Ψα denote Φf with f = f̄p,α, lq,α, and fα, respectively. Let Kp,α, Lq,α,
and K∞,α be the ranges of Φ̄p,α, Λq,α, and Ψα, respectively. These mappings and
classes were systematically studied in Sato (2006) and [S]. In the following cases we
have explicit expressions:

f̄1,α(s) = l1,α(s) =





(1 − |α|s)1/|α| 1[0,1/|α|](s) for α < 0,

e−s for α = 0,

(1 + αs)−1/α for α > 0,

f̄p,−1(s) = {1 − (Γ(p + 1) s)1/p} 1[0,1/Γ(p+1)](s), p > 0,

lq,0(s) = exp(−(Γ(q + 1)s)1/q), q > 0,

f−1(s) = (− log s) 1[0,1](s).
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In the case p = q = 1 we have Φ̄1,α = Λ1,α and K1,α = L1.α, which are in essence
treated earlier by Jurek (1988, 1989); Φ̄1,α = Λ1,α were studied by Maejima et al.
(2010), and Maejima and Ueda (2010b) with the notation Φα. The mapping Λq,0

and the class Lq,0 with q = 1, 2, . . . coincide with those introduced by Jurek (1983)
in a different form. A variant of Ψα is found in Grigelionis (2007).

A related family is

Gα,β(t) =

∫ ∞

t

u−α−1e−uβ

du, 0 < t ≤ ∞,

for −∞ < α < 2 and β > 0. Let t = G∗
α,β(s) for 0 ≤ s < Gα,β(0+) be the inverse

function of s = Gα,β(t). If α < 0, then Gα,β(0+) is finite and we define G∗
α,β(s) = 0

for s ≥ Gα,β(0+). Let Ψα,β denote Φf with f = G∗
α,β . This was introduced by

Maejima and Nakahara (2009) and studied by Maejima and Ueda (2010b) and, in
the level of Lévy measures, by Maejima et al. (2011b). Clearly, Ψα,1 = Ψα. We
have

G∗
−β,β(s) = (− log βs)1/β 1[0,1/β](s), β > 0.

Earlier the mappings Ψ0,2 and Ψ−β,β were treated in Aoyama et al. (2008) and
Aoyama et al. (2010), respectively; Ψ−2,2 appeared also in Arizmendi et al. (2010).

Maejima and Sato (2009) proved the following two results.

Proposition 2.1. Let 0 < t0 ≤ ∞. Let h(u) be a positive decreasing function on

(0, t0) such that
∫ t0
0 (1 + u2)h(u)du < ∞. Let g(t) =

∫ t0
t h(u)du for 0 < t ≤ t0. Let

t = f(s), 0 ≤ s < g(0+), be the inverse function of s = g(t) and let f(s) = 0 for
s ≥ g(0+). Then R∞(Φf ) = L∞.

Proposition 2.2. R∞(Ψ0) = L∞.

It follows from Proposition 2.1 that R∞(Φf ) = L∞ for f = f̄p,α with p ≥ 1 and
−1 ≤ α < 0, f = lq,α with q ≥ 1 and −1 ≤ α < 0, f = fα with −1 ≤ α < 0,
and f = G∗

α,β with −1 ≤ α < 0 and β > 0. The function f0 for Ψ0 = Φf0
does

not satisfy the condition in Proposition 2.1 but Proposition 2.2 is proved using the
identity Ψ0 = Λ1,0Ψ−1 = Ψ−1Λ1,0.

In November 2007–January 2008, Sato wrote four memos, showing the part
related to Ψα in (ii), (iii), and (iv) of Theorem 1.1. But assertion (iii) for Ψ1 was
shown with the set {µ ∈ ID : µ has weak mean 0} replaced by the set of µ ∈ L∞

satisfying some condition related to (4.6) of Sato (2006). At that time the concept
of weak mean was not yet introduced. Those memos showed that some proper
subclasses of L∞ appear as limit classes R∞(Φf ).

Sato’s memos were referred to by a series of papers Maejima and Ueda (2009a,b,
2010b,c) and Ichifuji et al. (2010). In Maejima and Ueda (2010a,c) they character-
ized R(Λn

1,α), −∞ < α < 2, for n = 1, 2, . . ., in relation to a decomposability which
they called α-selfdecomposability, and found R∞(Λ1,α) for −∞ < α < 2. But the
description of R∞(Λ1,1) was similar to Sato’s memos. In Maejima and Ueda (2010b)
they showed that Ψα,β with −∞ < α < 2 and β > 0 satisfies R∞(Ψα,β) = R∞(Ψα),
under the condition that α 6= 1 + nβ for n = 0, 1, 2, . . .. For Ψ0,2 and Ψ−β,β with
β > 0, this result was earlier obtained by Aoyama et al. (2010). Further it was
shown in Maejima and Ueda (2009a) that R∞(Ψα) = R∞(Λ1,α) for −∞ < α < 2.
An application of the result in Maejima and Ueda (2010c) was given in Ichifuji
et al. (2010).
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If f(s) = b 1[0,a](s) for some a > 0 and b 6= 0, then it is clear that R∞(Φf ) =

R(Φf ) = ID. A first example of R∞(Φf ) satisfying L∞ $ R∞(Φf ) $ ID was

given by Maejima and Ueda (2009b); they showed that if f(s) = b−[s] for a given
b > 1 with [s] being the largest integer not exceeding s, then R∞(Φf ) = L∞(b), the
smallest class that is closed under convolution and weak convergence and contains
all semi-stable distributions on Rd with b as a span; in this case R(Φf ) is the
class L(b) of semi-selfdecomposable distributions on Rd with b as a span. See Sato
(1999) for the definitions of semi-stability, semi-selfdecomposability, and span. See
Maejima et al. (2000) for characterization of L∞(b) as the limit of the class Ln(b)
of n times b-semi-selfdecomposable distributions and for description of the Lévy
measures of distributions in L∞(b). Recall that L∞ $ L∞(b).

The following result is deduced easily from [S].

Proposition 2.3. The assertions related to Λq,α in (i), (ii), and (iv) of Theorem 1.1
are true.

Indeed, in [S], Theorem 7.3 says that Λq+q′,α = Λq′,αΛq,α for α ∈ (−∞, 1)∪(1, 2),
q > 0, and q′ > 0, and hence Λn

q,α = Λnq,α, and further, Theorem 7.11 combined
with Proposition 6.8 describes, for α ∈ (−∞, 1)∪ (1, 2), the class

⋂
q>0 Lq,α, which

equals
⋂

q=1,2... Lq,α.

3. Proof of Theorem 1.1

We prepare some lemmas. We use the terminology in [S] such as radial decom-
position, monotonicity of order p, and complete monotonicity. In particular, our
complete monotonicity implies vanishing at infinity. The location parameter γµ of
µ ∈ ID is defined by

Cµ(z) = − 1
2 〈z, Aµz〉 +

∫

Rd

(ei〈z,x〉 − 1 − i〈z, x〉1{|x|≤1}(x))νµ(dx) + i〈γµ, z〉.

Let Ke
p,α [resp. Ke

∞,α] denote the class of distributions µ ∈ ID for which there exist

ρ ∈ ID and a function qt from [0,∞) into Rd such that
∫ t

0 fp,α(s)dX
(ρ)
s − qt [resp.∫ t

0
fα(s)dX

(ρ)
s −qt] converges in probability as t → ∞ and the limit has distribution

µ.

Lemma 3.1. Let −∞ < α < 2 and p > 0. The domains of Φ̄p,α and Ψα are as
follows:

D(Φ̄p,α) = D(Ψα)

=





ID for α < 0,

{ρ ∈ ID :
∫
|x|>1 log |x| νρ(dx) < ∞} for α = 0,

{ρ ∈ ID :
∫
|x|>1 |x|α νρ(dx) < ∞} for 0 < α < 1,

{ρ ∈ ID :
∫
|x|>1

|x| νρ(dx) < ∞,
∫

Rd xρ(dx) = 0,

lima→∞

∫ a

1
s−1ds

∫
|x|>s

x νρ(dx) exists in Rd} for α = 1,

{ρ ∈ ID :
∫
|x|>1 |x|α νρ(dx) < ∞,

∫
Rd xρ(dx) = 0} for 1 < α < 2.

This is found in Sato (2006) or Theorems 4.2, 4.4 and Propositions 4.6, 5.1 of [S].

Lemma 3.2. Let −∞ < α < 2 and p > 0. The class Ke
p,α [resp. Ke

∞,α] is the

totality of µ ∈ ID for which νµ has a radial decomposition (λµ(dξ), u−α−1 kµ
ξ (u)du)
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such that kµ
ξ (u) is measurable in (ξ, u) and, for λµ-a. e. ξ, monotone of order p

[resp. completely monotone] on R◦
+ = (0,∞) in u. The classes Kp,α and K∞,α,

that is, the ranges of Φ̄p,α and Ψα, are as follows:

Kp,α =





Ke
p,α for −∞ < α < 1,

{µ ∈ Ke
p,1 : µ has weak mean 0} for α = 1,

{µ ∈ Ke
p,α : µ has mean 0} for 1 < α < 2,

K∞,α =





Ke
∞,α for −∞ < α < 1,

{µ ∈ Ke
∞,1 : µ has weak mean 0} for α = 1,

{µ ∈ Ke
∞,α : µ has mean 0} for 1 < α < 2.

See Theorems 4.18, 5.8, and 5.10 of [S]. Note that if µ is in Ke
∞,α or Ke

p,α with

0 < α < 2, then
∫

Rd |x|βµ(dx) < ∞ for β ∈ (0, α) (Propositions 4.16 and 5.13
of [S]). It follows from the lemma above that Ke

p,α ⊃ Ke
p′,α and Kp,α ⊃ Kp′,α for

p < p′ and that Ke
∞,α =

⋂
p>0 Ke

p,α and K∞,α =
⋂

p>0 Kp,α. The notation of Ke
∞,α

and K∞,α comes from this property.

Lemma 3.3. Let ρ ∈ L∞.
(i) Let 0 < α < 2. Then

∫
Rd |x|αρ(dx) < ∞ if and only if Γρ((0, α]) = 0 and∫

(α,2)(β − α)−1 Γρ(dβ) < ∞.

(ii)
∫
|x|>1 log |x| ρ(dx) < ∞ if and only if

∫
(0,2) β−2 Γρ(dβ) < ∞.

Proof : Assertion (i) is shown in Proposition 7.15 of [S]. Since
∫

|x|>1

log |x| νρ(dx) =

∫

(0,2)

Γρ(dβ)

∫

S

λρ
β(dξ)

∫ ∞

1

(log |rξ|)r−β−1dr

=

∫

(0,2)

Γρ(dβ)

∫ ∞

1

(log r)r−β−1dr =

∫

(0,2)

β−2Γρ(dβ),

assertion (ii) follows. �

Lemma 3.4. Let µ and ρ be in L
(1,2)
∞ . Suppose that Γρ(dβ) = (β − 1)b(β)Γµ(dβ)

and λρ
β = λµ

β with a nonnegative measurable function b(β) such that (β−1)−1(b(β)−
1) is bounded on (1, 2). Then,

∫ a

1 s−1ds
∫
|x|>s xνρ(dx) is convergent in Rd as a → ∞

if and only if µ has weak mean mµ for some mµ.

Proof : Notice that b(β) is bounded on (1, 2) and that
∫
|x|>1 |x|νρ(dx) < ∞ by

Lemma 3.3. We have∫ a

1

s−1ds

∫

|x|>s

xνρ(dx) =

∫ a

1

s−1ds

∫

(1,2)

Γρ(dβ)

∫

S

ξλρ
β(dξ)

∫ ∞

s

r−βdr

=

∫

(1,2)

b(β)Γµ(dβ)

∫

S

ξλµ
β(dξ)

∫ a

1

s−βds = I1 (say)

and
∫

1<|x|≤a

xνµ(dx) =

∫

(1,2)

Γµ(dβ)

∫

S

ξλµ
β(dξ)

∫ a

1

r−βdr = I2 (say).

Hence

I1 − I2 =

∫

(1,2)

(b(β) − 1)Γµ(dβ)

∫

S

ξλµ
β(dξ)

∫ a

1

r−βdr.
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Since ∣∣∣∣(b(β) − 1)

∫ a

1

r−βdr

∣∣∣∣ ≤ (β − 1)−1|b(β) − 1|

and
∫ a

1 r−βdr tends to (β − 1)−1, I1 − I2 is convergent in Rd as a → ∞. Hence I1

is convergent if and only if I2 is convergent. �

Lemma 3.5. Let f and h be locally square-integrable functions on R+. Assume
that there is s0 ∈ (0,∞) such that h(s) = 0 for s ≥ s0 and that Φh is one-to-one.
Then ΦfΦh = ΦhΦf .

Proof : Let ft(s) = f(s) 1[0,t](s). Then Φft
Φh = ΦhΦft

by Lemma 3.6 of Maejima
and Sato (2009). Let ρ ∈ D(Φf ). Then Φft

ρ → Φfρ as t → ∞ by the definition
of Φf . Hence ΦhΦft

ρ → ΦhΦfρ by (3.1) of Maejima and Sato (2009). It follows

that Φft
Φhρ → ΦhΦfρ. Since the convergence of

∫ t

0
f(s)dX

(Φhρ)
s in law implies

its convergence in probability, Φhρ is in D(Φf ) and ΦfΦhρ = ΦhΦfρ. Conversely,
suppose that ρ ∈ ID satisfies Φhρ ∈ D(Φf ). Then ΦhΦft

ρ = Φft
Φhρ → ΦfΦhρ

as t → ∞. Looking at (3.8) of Maejima and Sato (2009), we see that
∫ s0

0
h(s) 6= 0

from the one-to-one property of Φh. Hence {Φft
ρ : t > 0} is precompact by the

argument in pp. 138–139 of Maejima and Sato (2009). Hence, again from the one-
to-one property of Φh, Φft

ρ is convergent as t → ∞, that is, ρ ∈ D(Φf ). �

Lemma 3.6. Let f be locally square-integrable on R+. Suppose that there is β ≥ 0
such that any µ ∈ R(Φf ) has Lévy measure νµ with a radial decomposition (λµ(dξ),
uβlµξ (u)du) where lµξ (u) is measurable in (ξ, u) and decreasing on R◦

+ in u. Then

R∞(Φf ) ⊂ R∞(Λ1,−β−1) = L∞.

Proof : Clearly lµξ ≥ 0 for λµ-a. e. ξ. Since
∫
|x|>1 νµ(dx) < ∞, we have

limu→∞ lµξ (u) = 0 for λµ-a. e. ξ. Hence we can modify lµξ (u) in such a way that

lµξ (u) is monotone of order 1 in u ∈ R◦
+. Recall that a function is monotone of order

1 on R◦
+ if and only if it is decreasing, right-continuous, and vanishing at infinity

(Proposition 2.11 of [S]). Then it follows from Theorem 4.18 or 6.12 of [S] that

R(Φf ) ⊂ R(Λ1,−β−1). (3.1)

Let us write Λ = Λ1,−β−1 for simplicity. We have ΦfΛ = ΛΦf by virtue of
Lemma 3.5, since Λ is one-to-one (Theorem 6.14 of [S]). If ΦfΛn = ΛnΦf for
some integer n ≥ 1, then

ΦfΛn+1 = ΦfΛΛn = ΛΦfΛn = ΛΛnΦf = Λn+1Φf .

Hence ΦfΛn = ΛnΦf for n = 1, 2, . . .. Now we claim that

R(Φn
f ) ⊂ R(Λn) (3.2)

for n = 1, 2, . . .. Indeed, this is true for n = 1 by (3.1); if (3.2) is true for n, then
any µ ∈ R(Φn+1

f ) has expression

µ = Φn+1
f ρ = ΦfΦn

f ρ = ΦfΛnρ′ = ΛnΦfρ′ = ΛnΛρ′′ = Λn+1ρ′′

for some ρ ∈ D(Φn+1
f ), ρ′ ∈ D(Λn) with Φn

f ρ = Λnρ′, and ρ′′ ∈ D(Λ) with Φfρ′ =

Λρ′′, which means (3.2) for n + 1. It follows from (3.2) that R∞(Φf ) ⊂ R∞(Λ).
The equality R∞(Λ) = L∞ is from Proposition 2.3. �
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Proof of the part related to R∞(Ψα) in Theorem 1.1. The result for −1 ≤ α ≤ 0
is already known (see Propositions 2.1 and 2.2). But the proof below also includes
this case. First, using Lemma 3.2, notice that Lemma 3.6 is applicable to Φf = Ψα

and β = (−α − 1) ∨ 0.
Case 1 (−∞ < α < 0). We have D(Ψα) = ID in Lemma 3.1. Let us show that

Ψα(L∞) = L∞. (3.3)

Let ρ ∈ L∞ and µ = Ψαρ. Then for B ∈ B(Rd), where B(Rd) is the class of Borel
sets in Rd,

νµ(B) =

∫ ∞

0

ds

∫

Rd

1B(fα(s)x)νρ(dx) =

∫ ∞

0

t−α−1e−tdt

∫

Rd

1B(tx)νρ(dx)

=

∫ ∞

0

t−α−1e−tdt

∫

(0,2)

Γρ(dβ)

∫

S

λρ
β(dξ)

∫ ∞

0

1B(trξ)r−β−1dr

=

∫

(0,2)

Γ(β − α)Γρ(dβ)

∫

S

λρ
β(dξ)

∫ ∞

0

1B(uξ)u−β−1du.

Hence µ ∈ L∞ with

Γµ(dβ) = Γ(β − α)Γρ(dβ) and λµ
β = λρ

β . (3.4)

Let us show the converse. Let µ ∈ L∞. In order to find ρ ∈ L∞ satisfying Ψαρ = µ,
it suffices to choose Γρ, λρ

β , Aρ, and γρ such that (3.4) holds and

Aµ =

∫ ∞

0

fα(s)2dsAρ, (3.5)

γµ =

∫ ∞−

0

fα(s)ds

(
γρ +

∫

Rd

x(1{|fα(s)x|≤1} − 1{|x|≤1})νρ(dx)

)
(3.6)

(see Proposition 3.18 of [S]). This choice is possible, because infβ∈(0,2) Γ(β−α) > 0,∫ ∞

0 fα(s)ds =
∫ ∞

0 t−αe−tdt = Γ(1 − α),
∫ ∞

0 fα(s)2ds =
∫ ∞

0 t1−αe−tdt = Γ(2 − α),
and∫ ∞

0

fα(s)ds

∫

Rd

|x| |1{|fα(s)x|≤1} − 1{|x|≤1}| νρ(dx)

=

∫ ∞

0

t−αe−tdt

∫

Rd

|x| |1{|tx|≤1} − 1{|x|≤1}| νρ(dx)

=

∫ 1

0

t−αe−tdt

∫

1<|x|≤1/t

|x| νρ(dx) +

∫ ∞

1

t−αe−tdt

∫

1/t<|x|≤1

|x| νρ(dx)

=

∫

|x|>1

|x| νρ(dx)

∫ 1/|x|

0

t−αe−tdt +

∫

|x|≤1

|x| νρ(dx)

∫ ∞

1/|x|

t−αe−tdt < ∞,

since
∫ 1/|x|

0 t−αe−tdt ∼ (1−α)−1|x|α−1 as |x| → ∞ and
∫ ∞

1/|x| t
−αe−tdt ∼ |x|αe−1/|x|

as |x| ↓ 0. Therefore (3.3) is true. It follows that Ψn
α(L∞) = L∞ for n = 1, 2. . . ..

Hence R∞(Ψα) ⊃ L∞. On the other hand, R∞(Ψα) ⊂ L∞ by virtue of Lemma 3.6.
Case 2 (0 ≤ α < 1). Since D(Ψα) is as in Lemma 3.1, it follows from Lemma 3.3

that

L∞ ∩ D(Ψα) =

{
{ρ ∈ L∞ :

∫
(0,2) β−2 Γρ(dβ) < ∞}, α = 0,

{ρ ∈ L
(α,2)
∞ :

∫
(α,2)(β − α)−1 Γρ(dβ) < ∞}, 0 < α < 1.
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We have

Ψα(L∞ ∩ D(Ψα)) = L(α,2)
∞ , (3.7)

where L
(0,2)
∞ = L∞. Indeed, if ρ ∈ L∞ ∩ D(Ψα) and µ = Ψαρ, then we have

µ ∈ L
(α,2)
∞ and (3.4), using Γ(β − α) = (β − α)−1Γ(β − α + 1) for 0 ≤ α < 1.

Conversely, if µ ∈ L
(α,2)
∞ , then we can find ρ ∈ L∞ ∩ D(Ψα) satisfying µ = Ψαρ

in the same way as in Case 1; when α = 0, we have
∫
(0,2) β−2Γρ(dβ) < ∞ since

Γρ(dβ) = β(Γ(β +1))−1Γµ(dβ) and
∫
(0,2) β−1Γµ(dβ) < ∞. Hence (3.7) holds. Now

we have

Ψn
α(L∞ ∩ D(Ψn

α)) = L(α,2)
∞ (3.8)

for n = 1, 2, . . .. Indeed, it is true for n = 1 by (3.7) and, if (3.8) is true for n, then

L(α,2)
∞ = Ψn

α(L∞ ∩ D(Ψn
α)) = Ψn

α(L(α,2)
∞ ∩ D(Ψn

α))

= Ψn
α(Ψα(L∞ ∩ D(Ψα)) ∩ D(Ψn

α))

= Ψn
α(Ψα(L∞ ∩ D(Ψn+1

α ))) = Ψn+1
α (L∞ ∩ D(Ψn+1

α )).

It follows from (3.8) that L
(α,2)
∞ ⊂ R∞(Ψα). Next we claim that

R(Ψα) ∩ L∞ ⊂ L(α,2)
∞ . (3.9)

Let µ ∈ R(Ψα) ∩ L∞. Then µ has a radial decomposition (λµ(dξ), r−α−1 kµ
ξ (r)dr)

with the property stated in Lemma 3.2. On the other hand,

νµ(B) =

∫

(0,2)

Γµ(dβ)

∫

S

λµ
β(dξ)

∫ ∞

0

1B(rξ)r−β−1dr

=

∫

S

λµ(dξ)

∫

(0,2)

Γµ
ξ (dβ)

∫ ∞

0

1B(rξ)r−β−1dr

for B ∈ B(Rd), as there are a probability measure λµ on S and a measurable family
{Γµ

ξ } of measures on (0, 2) satisfying
∫
(0,2)(β

−1+(2−β)−1)Γµ
ξ (dβ) = const such that

Γµ(dβ)λµ
β(dξ) = λµ(dξ)Γµ

ξ (dβ). Hence, by the uniqueness in Proposition 3.1 of [S],

there is a positive, finite, measurable function c(ξ) such that λµ(dξ) = c(ξ)λµ(dξ)

and, for λµ-a. e. ξ, r−α−1 kµ
ξ (r)dr = c(ξ)−1

(∫
(0,2) r−β−1Γµ

ξ (dβ)
)

dr. Hence kµ
ξ (r) =

c(ξ)−1
∫
(0,2)

rα−βΓµ
ξ (dβ), a. e. r. Since kµ

ξ (r) is completely monotone, it vanishes

as r goes to infinity. Hence Γµ
ξ ((0, α]) = 0 for λµ-a. e. ξ. Hence Γµ((0, α]) = 0,

that is, µ ∈ L
(α,2)
∞ , proving (3.9). Now, using Lemma 3.6, we obtain R∞(Ψα) ⊂

R(Ψα) ∩ L∞ ⊂ L
(α,2)
∞ .

Case 3 (α = 1). Let us show that

Ψ1(L∞ ∩ D(Ψ1)) = L(1,2)
∞ ∩ {µ ∈ ID : weak mean 0}. (3.10)

Let ρ ∈ L∞∩D(Ψ1), that is, ρ ∈ L
(1,2)
∞ ,

∫
(1,2)(β−1)−1Γρ(dβ) < ∞,

∫
Rd xρ(dx) = 0,

and lima→∞

∫ a

1
s−1ds

∫
|x|>s

xνρ(dx) exists in Rd. Let µ = Ψ1ρ. Then, as in

Case 1, µ ∈ L
(1,2)
∞ and (3.4) holds with α = 1. By Lemma 3.2, µ has weak

mean 0. Conversely, let µ ∈ L
(1,2)
∞ ∩ {µ ∈ ID : weak mean 0}. Choose ρ ∈

L
(1,2)
∞ such that Γρ(dβ) = (Γ(β − 1))−1Γµ(dβ), λρ

β = λµ
β , Aρ = Aµ, and γρ =

−
∫
|x|>1

xνρ(dx) (note that
∫
(1,2)

(β−1)−1Γρ(dβ) < ∞ and hence
∫
|x|>1

|x|νρ(dx) <

∞ by Lemma 3.3). Then
∫

Rd xρ(dx) = 0 (see Lemma 4.3 of [S]). Since µ has weak
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mean,
∫ a

1
s−1ds

∫
|x|>s

xνρ(dx) is convergent as a → ∞ by application of Lemma 3.4

with b(β) = 1/Γ(β). Hence ρ ∈ D(Ψ1). We have νΨ1ρ = νµ, AΨ1ρ = Aµ, and Ψ1ρ
has weak mean 0. Among distributions µ′ ∈ ID having νµ′ = νµ and Aµ′ = Aµ,
only one distribution has weak mean 0. Hence Ψ1ρ = µ. This proves (3.10). We
have

Ψn
1 (L∞ ∩ D(Ψn

1 )) = L(1,2)
∞ ∩ {µ ∈ ID : weak mean 0}, n = 1, 2, . . . (3.11)

from (3.10) by the same argument as in Case 2. Hence

L(1,2)
∞ ∩ {µ ∈ ID : weak mean 0} ⊂ R∞(Ψ1). (3.12)

Next

R(Ψ1) ∩ L∞ ⊂ L(1,2)
∞ ∩ {µ ∈ ID : weak mean 0}. (3.13)

Indeed, R(Ψ1) ∩ L∞ ⊂ L
(1,2)
∞ by the same argument as in Case 2. Any µ ∈ R(Ψ1)

has weak mean 0 by Lemma 3.2. Now it follows from Lemma 3.6 that

R∞(Ψ1) ⊂ L(1,2)
∞ ∩ {µ ∈ ID : weak mean 0}. (3.14)

Case 4 (1 < α < 2). We show that

Ψα(L∞ ∩ D(Ψα)) = L(α,2)
∞ ∩ {µ ∈ ID : mean 0}. (3.15)

Let ρ ∈ L∞ ∩ D(Ψα), that is, ρ ∈ L
(α,2)
∞ ,

∫
(α,2)(β − α)−1Γρ(dβ) < ∞, and

∫
Rd xρ(dx) = 0 (Lemmas 3.1 and 3.3). Let µ = Ψαρ. Then µ ∈ L

(α,2)
∞ and (3.4)

holds. Hence
∫

Rd |x|µ(dx) < ∞ by Lemma 3.3 and µ has mean 0 by Lemma 3.2.

Conversely, if µ ∈ L
(α,2)
∞ ∩ {µ ∈ ID : mean 0}, then we can find ρ ∈ L∞ ∩ D(Ψα)

satisfying Ψαρ = µ, similarly to Case 3. Hence (3.15) is true. It follows that

Ψn
α(L∞ ∩ D(Ψn

α)) = L(α,2)
∞ ∩ {µ ∈ ID : mean 0}, n = 1, 2, . . .

similarly to Cases 2 and 3. Hence

L(α,2)
∞ ∩ {µ ∈ ID : mean 0} ⊂ R∞(Ψα). (3.16)

We can also prove

R(Ψα) ∩ L∞ ⊂ L(α,2)
∞ ∩ {µ ∈ ID : mean 0}

similarly to Cases 2 and 3. Hence the reverse inclusion of (3.16) follows from
Lemma 3.6. �

Proof of the part related to R∞(Φ̄p,α) in Theorem 1.1. We assume p ≥ 1. Since
monotonicity of order p ∈ [1,∞) implies monotonicity of order 1 (Corollary 2.6
of [S]), it follows from Lemma 3.2 that Lemma 3.6 is applicable with β = (−α−1)∨0.

Hence R∞(Φ̄p,α) ⊂ L∞. If ρ ∈ L∞ ∩ D(Φ̄p,α) and Φ̄p,αρ = µ, then ρ ∈ L
(α,2)
∞
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(understand that L
(α,2)
∞ = L∞ for α ≤ 0) and, noting that

νµ(B) =

∫ ∞

0

ds

∫

Rd

1B(f̄p,α(s)x)νρ(dx)

=
1

Γ(p)

∫ 1

0

t−α−1(1 − t)p−1dt

∫

Rd

1B(tx)νρ(dx)

=
1

Γ(p)

∫ 1

0

t−α−1(1 − t)p−1dt

∫

(0,2)

Γρ(dβ)

∫

S

λρ
β(dξ)

∫ ∞

0

1B(trξ)r−β−1dr

=

∫

(0,2)

Γ(β − α)

Γ(β − α + p)
Γρ(dβ)

∫

S

λρ
β(dξ)

∫ ∞

0

1B(uξ)u−β−1du

and recalling Lemmas 3.1 and 3.3, we obtain µ ∈ L
(α,2)
∞ with

Γµ(dβ) =
Γ(β − α)

Γ(β − α + p)
Γρ(dβ) and λµ

β = λρ
β . (3.17)

Now the proof of assertions (i), (ii), and (iv) can be given in parallel to the
corresponding assertions for Ψα. Note that, if −∞ < α < 1, then

∫ ∞

0

f̄p,α(s)ds

∫

Rd

|x| |1{|f̄p,α(s)x|≤1} − 1{|x|≤1}| νρ(dx) < ∞

similarly. We also use the fact that kµ
ξ (r) vanishes at infinity if it is monotone of

order p ∈ [1,∞).
For assertion (iii) in the case α = 1, we have to find another way, as Lemma 3.4

is not applicable if β > 1. Let us show

Φ̄p,1(L∞ ∩ D(Φ̄p,1)) = L(1,2)
∞ ∩ {µ ∈ ID : weak mean 0}. (3.18)

Suppose that ρ ∈ L∞ ∩ D(Φ̄p,1) and Φ̄p,1ρ = µ. Then ρ ∈ L
(1,2)
∞ ,

∫
(1,2)(β −

1)−1Γρ(dβ) < ∞, µ ∈ L
(1,2)
∞ with (3.17), and µ has weak mean 0 by Lemma 3.2.

Conversely, suppose that µ ∈ L
(1,2)
∞ with weak mean 0. As in [S], let M

L be the
class of Lévy measures of infinitely divisible distributions on Rd and let Φ̄L

p,1 be

the transformation of Lévy measures associated with the mapping Φ̄p,1. Define

Γ0(dβ) = Γ(β−1+p)
Γ(β−1) Γµ(dβ). Then

∫
(1,2)

(2 − β)−1Γ0(dβ) < ∞. Define

ν0(B) =

∫

(1,2)

Γ0(dβ)

∫

S

λµ
β(dξ)

∫ ∞

0

1B(rξ)r−β−1dr

for B ∈ B(Rd). We have ν0 ∈ M
L. We see

νµ(B) =

∫

(1,2)

Γ(β − 1)

Γ(β − 1 + p)
Γ0(dβ)

∫

S

λµ
β(dξ)

∫ ∞

0

1B(uξ)u−β−1du

=

∫ ∞

0

ds

∫

Rd

1B(f̄p,1(s)x)ν0(dx)

from the calculation above. Since νµ ∈ M
L, we have ν0 ∈ D(Φ̄L

p,1) and Φ̄L
p,1ν0 =

νµ. Then it follows from Theorem 4.10 of [S] that νµ has a radial decomposition
(λµ(dξ), u−2kµ

ξ (u)du) such that kµ
ξ (u) is measurable in (ξ, u) and, for λµ-a. e. ξ,

monotone of order p in u ∈ R◦
+. Hence µ ∈ R(Φ̄p,1) from Lemma 3.2. Since

Φ̄L
p,1ν0 = νµ and Φ̄L

p,1 is one-to-one (Theorem 4.9 of [S]), we have µ = Φ̄p,1ρ for

some ρ ∈ D(Φ̄p,1) with νρ = ν0. It follows that ρ ∈ L∞. This finishes the proof of
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(3.18). Now we can show (3.11)–(3.14) with Φ̄p,1 in place of Ψ1 similarly to Case 3
in the preceding proof. �

Proof of the part related to R∞(Λq,α) in Theorem 1.1. Since we have Proposi-
tion 2.3, it remains only to consider Λ1,1. But the assertion for R∞(Λ1,1) is obvi-
ously true, since Λ1,1 = Φ̄1,1. �

4. Some examples of R∞(Φf )

We present some examples of Φf for which the class R∞(Φf ) is different from
those appearing in Theorem 1.1.

Define Ta, the dilation by a ∈ R\{0}, as (Taµ)(B) =
∫

1B(ax)µ(dx) = µ((1/a)B),

B ∈ B(Rd), for measures on Rd. Define Pt, the raising to the convolution power
t > 0, in such a way that, for µ ∈ ID, Ptµ is an infinitely divisible distribution with

characteristic function P̂tµ(z) = µ̂(z)t. The mappings Ta (restricted to ID), Pt,
and Φf are commutative with each other. A measure µ on Rd is called symmetric
if T−1µ = µ. A distribution µ on Rd is called shifted symmetric if µ = ρ ∗ δγ with
some symmetric distribution ρ and some δ-distribution δγ . Let IDsym = IDsym(Rd)
[resp. IDshift

sym = IDshift
sym (Rd)] denote the class of symmetric [resp. shifted symmetric]

infinitely divisible distributions on Rd.

Example 4.1. Let f(s) = b1[0,a](s) − b1(a,2a](s) with a > 0 and b 6= 0. Then
R∞(Φf ) = IDsym.

Indeed, for ρ ∈ ID,

CΦf ρ(z) =

∫ a

0

Cρ(bz)ds+

∫ 2a

a

Cρ(−bz)ds = aCρ(bz)+aCρ(−bz) = CPaTb(ρ∗T−1ρ)(z)

for z ∈ Rd, and hence Φfρ = PaTb(ρ ∗T−1ρ). Define Uρ = P1/2ρ ∗ T−1P1/2ρ. Then
Uρ ∈ IDsym for any ρ ∈ ID. If ρ ∈ IDsym, then Uρ = ρ. Hence Unρ = Uρ for
n = 1, 2, . . .. Since Φf = PaTbP2U = P2aTbU , we have Φn

f = Pn
2aT n

b U = UPn
2aT n

b

and U = Φn
f Pn

1/(2a)T
n
1/b. Hence R∞(Φf ) = R(U) = IDsym.

Example 4.2. Let f(s) = b1[0,a](s) − b1(a,a+c](s) with a > 0, c > 0, a 6= c, and

b 6= 0. Then R∞(Φf ) = IDshift
sym .

To see this, notice that

CΦf ρ(z) = aCρ(bz) + cCρ(−bz) = (a + c)(a1CTbρ(z) + (1 − a1)CTbρ(−z))

for ρ ∈ ID, where a1 = a/(a + c). That is, Φfρ = Pa+cTb(Pa1
ρ ∗ P1−a1

T−1ρ). Let
us define V ρ = Pa1

ρ ∗ P1−a1
T−1ρ. Note that V is the stochastic integral mapping

Φf in the case a + c = 1 and b = 1. We have

V nρ = Pan
ρ ∗ P1−an

T−1ρ (4.1)

for n = 1, 2, . . ., where an is given by an = 1 − a1 + an−1(2a1 − 1). Indeed, if (4.1)
is true for n, then it is true for n + 1 in place of n, since

V n+1ρ = Pan
V ρ ∗ P1−an

T−1V ρ = Pan
V ρ ∗ P1−an

V T−1ρ

= Pan
(Pa1

ρ ∗ P1−a1
T−1ρ) ∗ P1−an

(Pa1
T−1ρ ∗ P1−a1

ρ)

= Pana1+(1−an)(1−a1)ρ ∗ Pan(1−a1)+(1−an)a1
T−1ρ

= Pan+1
ρ ∗ P1−an+1

T−1ρ.
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We see that 0 < an < 1 for all n. We have Φn
f = Pn

a+cT
n
b V n = V nPn

a+cT
n
b and

V n = Pn
1/(a+c)T

n
1/bΦ

n
f = Φn

f Pn
1/(a+c)T

n
1/b. Therefore R(Φn

f ) = R(V n) and hence

R∞(Φf ) = R∞(V ). Next let us show that

R∞(V ) = IDshift
sym . (4.2)

If ρ ∈ IDsym, then V ρ = ρ. Hence IDsym ⊂ R∞(V ). If ρ = δγ , then V ρ =
δa1γ ∗ δ−(1−a1)γ = δ(2a1−1)γ . Now δγ = V δ(1/(2a1−1))γ , since a1 6= 1/2. Hence
all δ-distributions are in R(V n) and hence in R∞(V ). Since R∞(V ) is closed
under convolution, we obtain IDshift

sym ⊂ R∞(V ). To show the converse, assume
that µ ∈ R∞(V ). Then µ = V nρn for some ρn ∈ ID. It follows from (4.1)
that νµ = anνρn

+ (1 − an)T−1νρn
. Let σn ∈ ID be such that (Aσn

, νσn
, γσn

) =
(0, νρn

, 0). It follows from an = 1 − a1 + an−1(2a1 − 1) and from 0 < an < 1
that an → 1/2 as n → ∞. Hence an > 1/3 for all large n. We see that the
set {σn : n = 1, 2, . . .} is precompact, since νσn

≤ a−1
n νµ ≤ 3νµ for all large n.

Thus we can choose a subsequence {σnk
} convergent to some µ′ ∈ ID. Since∫

ϕ(x)νσnk
(dx) →

∫
ϕ(x)νµ′ (dx) for any bounded continuous function ϕ which

vanishes on a neighborhood of the origin and since an → 1/2, we obtain νµ =
(1/2)νµ′ + (1/2)T−1νµ′ . Hence νµ is symmetric. Hence µ ∗ δ−γµ

is symmetric. It

follows that µ ∈ IDshift
sym . This proves (4.2) and therefore R∞(Φf ) = IDshift

sym .

Example 4.3. Let α < 0. Let h(s) be one of fα(s), f̄p,α(s), and lq,α(s) (p ≥ 1,
q > 0). Let s0 = sup{s : h(s) > 0}. Then 0 < s0 < ∞. Define

f(s) =





h(s), 0 ≤ s ≤ s0,

−h(2s0 − s), s0 < s ≤ 2s0,

0, s > 2s0.

Then R∞(Φf ) = L∞ ∩ IDsym.
Proof is as follows. First, recall that D(Φf ) = D(Φh) = ID. We have, for

ρ ∈ ID,

CΦf ρ(z) =

∫ s0

0

Cρ(h(s)z)ds +

∫ 2s0

s0

Cρ(−h(2s0 − s)z)ds

=

∫ s0

0

Cρ(h(s)z)ds +

∫ s0

0

Cρ(−h(s)z)ds

= CΦhρ(z) + CΦhT−1ρ(z).

It follows that Φfρ = Φh(ρ ∗T−1ρ) = ΦhP2Uρ = UP2Φhρ, where U is the mapping
used in Example 4.1. It follows that Φn

f = Φn
hPn

2 U = UPn
2 Φn

h for n = 1, 2, . . ..

Hence R(Φn
f ) ⊂ R(Φn

h) ∩ IDsym. Conversely, assume that ρ ∈ R(Φn
h) ∩ IDsym.

Then µ = Φn
hρ for some ρ and T−1µ = Φn

hT−1ρ. Since Φh is one-to-one (see [S]),
we have ρ = T−1ρ. Hence Φn

f ρ = Φn
hPn

2 Uρ = Φn
hPn

2 ρ = Pn
2 µ and thus µ =

Φn
f Pn

1/2ρ ∈ R(Φn
f ). In conclusion, R(Φn

f ) = R(Φn
h) ∩ IDsym and hence R∞(Φf ) =

R∞(Φh) ∩ IDsym = L∞ ∩ IDsym.
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Example 4.4. Let h(s) and s0 be as in Example 4.3. Define

f(s) =





h(s0 − s), 0 ≤ s ≤ s0,

h(s − s0), s0 < s ≤ 2s0,

−h(3s0 − s), 2s0 < s ≤ 3s0,

0, s > 3s0.

Then R∞(Φf ) = L∞ ∩ IDshift
sym .

To see this, notice that

CΦf ρ(z) =

∫ s0

0

Cρ(h(s0 − s)z)ds +

∫ 2s0

s0

Cρ(h(s − s0)z)ds

+

∫ 3s0

2s0

Cρ(−h(3s0 − s)z)ds

=

∫ s0

0

Cρ(h(s)z)ds +

∫ s0

0

Cρ(h(s)z)ds +

∫ s0

0

Cρ(−h(s)z)ds

= 2CΦhρ(z) + CΦhρ(−z)

= 3(2
3CΦhρ(z) + 1

3CΦhρ(−z)).

Hence Φfρ = P3V Φhρ, where V ρ = P2/3ρ ∗P1/3T−1ρ. This mapping V is a special

case of V in Example 4.2 with a1 = 2/3. Hence (4.1) holds with an = 2−1(1 +
3−n) and 1 − an = 2−1(1 − 3−n). Now Φn

f = Pn
3 V nΦn

h = Φn
hPn

3 V n = V nPn
3 Φn

h.

Hence R(Φn
f ) ⊂ R(Φn

h) ∩ R(V n). It follows that R∞(Φf ) ⊂ R∞(Φh) ∩ R∞(V ) =

L∞ ∩ IDshift
sym from Theorem 1.1 and (4.2). Let us also show the converse inclusion

L∞ ∩ IDshift
sym ⊂ R∞(Φf ). It is enough to show

R(Φn
h) ∩ IDshift

sym ⊂ R(Φn
f ). (4.3)

For any γ ∈ Rd we have

CΦhδγ
(z) =

∫ s0

0

Cδγ
(h(s)z)ds = i

∫ s0

0

〈γ, h(s)z〉ds = ic〈γ, z〉 = Cδcγ
(z),

where c =
∫ s0

0 h(s)ds > 0. That is, Φhδγ = δcγ . Hence Φfδγ = P3ΦhV δγ =
P3Φh(δ(2/3)γ ∗ δ−(1/3)γ) = Φhδγ = δcγ . Hence Φn

f δγ = δcnγ and δγ = Φn
f δc−nγ .

Hence all δ-distributions are in R(Φn
f ). Similarly all δ-distributions are in R(Φn

h).

Let µ ∈ R(Φn
h) ∩ IDshift

sym . Then µ ∗ δγ ∈ R(Φn
h) ∩ IDsym for some γ. Letting

µ′ = µ ∗ δγ , we have µ′ = Φn
hρ′ for some ρ′. Since µ′ = T−1µ

′ = Φn
hT−1ρ

′,
we have ρ′ = T−1ρ

′ from the one-to-one property of Φh. Thus V nρ′ = ρ′ and
Φn

f ρ′ = Φn
hPn

3 ρ′ = Pn
s µ′. Hence µ′ = Pn

1/3Φ
n
f ρ′ = Φn

f Pn
1/3ρ

′ ∈ R(Φn
f ). It follows

that µ = µ′ ∗ δ−γ ∈ R(Φn
f ). This proves (4.3). Hence R∞(Φf ) = L∞ ∩ IDshift

sym .

Example 4.5. Let b > 1. Let f(s) = b1[0,1](s) + 1(1,2](s). Let L∞(b) be the class

mentioned in Section 2. Then L∞(b) ⊂ R∞(Φf ) $ ID. We do not know whether
R∞(Φf ) equals L∞(b).

Let us show that L∞(b) ⊂ R∞(Φf ). For 0 < α ≤ 2 define Sα(b) = Sα(b, Rd) as
follows: ρ ∈ Sα(b) if and only if ρ is a δ-distribution or a non-trivial α-semi-stable
distribution with b as a span, that is,

Sα(b) = {ρ ∈ ID : Pbαρ = Tbρ ∗ δγ for some γ ∈ Rd}.
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We have CΦf ρ(z) = Cρ(bz)+Cρ(z) for ρ ∈ ID, that is, Φfρ = Tbρ∗ρ. If ρ ∈ Sα(b)
with Pbαρ = Tbρ ∗ δγ , then µ = Φfρ satisfies µ = Tbρ ∗ ρ = Pbαρ ∗ δ−γ ∗ ρ =
Pbα+1ρ ∗ δ−γ and µ ∈ Sα(b). If µ ∈ Sα(b) with Pbαµ = Tbµ ∗ δγ′ , then µ = Φfρ
for ρ = P1/(bα+1)(µ ∗ δ(1/(b+1))γ′) ∈ Sα(b). Therefore Φf (Sα(b)) = Sα(b). Hence
Sα(b) ⊂ R(Φn

f ) for 0 < α ≤ 2 and n = 1, 2, . . .. It follows from Proposition

3.2 of Maejima and Sato (2009) that R(Φn
f ) is closed under convolution and weak

convergence. Hence L∞(b) ⊂ R(Φn
f ) and thus L∞(b) ⊂ R∞(Φf ). In order to show

R∞(Φf ) $ ID, let µ be such that νµ = δa with a 6= 0. Suppose that µ = Φfρ for
some ρ ∈ ID. Then νµ = Tbνρ + νρ. If νρ 6= 0, then the support of νρ contains
at least one point a′ 6= 0 and hence the support of νµ contains at least two points
{a′, ba′}, which is absurd. If νρ = 0, then νµ = 0, which is also absurd. Therefore
µ 6∈ R(Φf ) and hence µ 6∈ R∞(Φf ).

5. Concluding remarks

The limit class R∞(Φf ) is not known in many cases. For instance it is not known
for the following choices of f(s): lq,1(s) with q ∈ (0, 1) ∪ (1,∞) in [S]; f̄p,α(s)
with p ∈ (0, 1) and α ∈ (−∞, 2) in [S]; cos(2−1πs) in Maejima et al. (2011a);
e−s 1[0,c](s) with c ∈ (0,∞) in Pedersen and Sato (2005); G∗

α,β(s) with α ∈ [1, 2)

and β > 0 satisfying α = 1+nβ for some n = 0, 1, . . . in Maejima and Ueda (2010b).
Another instance is Φf = Υα with α ∈ (0, 1) related to the Mittag-Leffler function,
introduced in Barndorff-Nielsen and Thorbjørnsen (2006).

Consider, as in Sato (2007), a stochastic integral mapping

Φf ρ = L
(∫ a

0+

f(s)dX(ρ)
s

)

with 0 < a < ∞ for a function f(s) locally square-integrable on the interval (0, a]
and study R∞(Φf ) =

⋂∞
n=1 R(Φn

f ). Under appropriate choices of f we obtain

R∞(Φf ) equal to L
(0,α)
∞ ∩ID0 with α ∈ (1, 2), L

(0,α)
∞ ∩ID0∩{µ ∈ ID : µ has drift 0}

with α ∈ (0, 1), or a certain subclass of L
(0,1)
∞ ∩ ID0. This will be shown in a

forthcoming paper.
It is an interesting problem what other classes can appear as R∞(Φf ).
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