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Abstract. We consider branching random walks in discrete time where at each
time unit particles first produce offspring and thereafter the produced offspring
particles move independently according to some nearest neighbour random walk.
In our model, the branching random walks live on Z and the particles behave
differently in visited and unvisited sites. Informally, each site on the positive half-
line contains initially a cookie. On the first visit of a site its cookie is removed and
particles at positions with a cookie reproduce and move differently from particles
on sites without cookies. Therefore, the movement and the reproduction of the
particles depend on the previous behaviour of the population of particles.

We give a classification in recurrence and transience, i.e. whether infinitely many
particles visit the origin or not.

1. Introduction and results

In the recent years a lot of attention was attracted by the model called excited
random walk, which can be informally described in the following way. It is a process
that depends on the past through the set of visited sites: the random walker’s
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movement in a state space (usually Z
d for d ≥ 1) at time n ∈ N0 depends on

whether the random walker has already visited its current position before time
n. Such a model was introduced in Benjamini and Wilson (2003) and studied
in numerous subsequent papers. We refer for example to Basdevant and Singh
(2008); Kosygina and Zerner (2008); Zerner (2005) (one-dimensional case, where,
as usual, more complete results are available), Basdevant and Singh (2009); Bérard
and Ramı́rez (2007); van der Hofstad and Holmes (2010); Menshikov et al. (2012)
(for the multi-dimensional case and trees), and the references therein. This model
is also frequently called cookie random walk the idea being that initially all sites
contain (one or several) cookies which are consumed by the random walker at the
time of its first visit of the respective site. Whenever the random walker consumes
a cookie at some site, this changes the transition probabilities at this site (usually
by giving the random walk a drift in some direction).

In this paper we adopt the idea of having consumable cookies at certain sites to
branching random walks. Hence, we consider not only one single random walker
or one particle that walks around in a state space, but a whole population or cloud
of particles which independently produce offspring particles according to given off-
spring distributions. Thereafter, the newly produced particles move independently
according to given transition probabilities. The transition and branching parame-
ters depend on whether the site was visited before or not. More precicely, using the
above “cookie” interpretation, it can be pictured that initially each site contains a
cookie which is removed when at least one particle visits the site. Thus, we call our
model cookie branching random walk (CBRW).

Different kinds of models related to branching random walks recently appeared in
the literature; we refer to Comets and Popov (2007a,b); Comets and Yoshida (2011);
Hu and Shi (2009); Müller (2008). As far as we know, however, the situation when
the behaviour of the branching random walk is changed in the visited sited was
previously not considered.

However, it is interesting to note that there is a model that lies in some sense
inbetween the excited random walk and the CBRW. This model is usually called
frog model (we cite for example Alves et al. (2001); Comets et al. (2009)), and
it can be described in the following way: the particles do not branch in already
visited sites, and when one or several particles visit a new site, exactly one of them
is allowed to branch. (Another interpretation is that initially every site contains a
number of sleeping frogs and an active frog is placed somewhere; when an active
frog jumps on top of sleeping frogs, those are activated too.)

Let us now turn to the formal description of the CBRW. First, we have to choose
the initial configuration of the cookies. In this paper we restrict ourselves to the
case in which we have one cookie at every non-negative integer and no cookies at
the negative integers. Thus, if cn(x) denotes the number of cookies at position
x ∈ Z at time n ∈ N0, the cookie configuration as described above is given by

c0(x) :=

{
1, if x ≥ 0,

0, if x < 0.

As it turns out, the above configuration of cookies is a natural choice for an initial
configuration in order to point out the essential differences in the evolution of
the process. In particular, further results for the initial configuration (c0(x) =
1 for all x ∈ Z) can be derived easily (cf. Section 4). At time 0 the CBRW starts
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with one initial particle at the origin. To specify the evolution of the population of
particles, we need the following ingredients:

• the cookie offspring distribution µc =
(
µc(k)

)

k∈N0

with mean

mc :=

∞∑

k=1

kµc(k);

• the cookie transition probabilities pc ∈ (0, 1), qc := 1− pc;

• the no-cookie offspring distribution µ0 =
(
µ0(k)

)

k∈N0

with mean

m0 :=

∞∑

k=1

kµ0(k);

• the no-cookie transition probabilities p0 ∈ (0, 1), q0 := 1− p0.

We say a particle produces offspring according to an offspring distribution µ =
(µ(k))k∈N0 if the probability of having k offspring is µ(k). Having fixed the above
quantities, the population of particles evolves at every discrete time unit n ∈ N0

according to the following rules:

(1) First, every existing particle produces offspring independently of the other
particles. Each particle either reproduces according to the offspring distri-
bution µc if there is a cookie at its position or according to µ0 otherwise.
After that the parent particle dies.

(2) Secondly, after the branching the newly produced offspring particles move
independently of each other either one step to the right or one step to the
left. Again the movement depends on whether the particles are at a position
with or without a cookie. If there is a cookie, each particle moves to the
right (left) with probability pc (qc). Otherwise, if there is no cookie, the
transition probabilities are given by p0 and q0.

(3) Finally, each cookie which is located at a position where at least one particle
has produced offspring is removed. We note that different particles share
the same cookie if they are at a position with a cookie at the same time.
Moreover, due to the chosen initial configuration of the cookies only the
leftmost cookie can be consumed at every time step.

We now introduce some essential notations and assumptions. Since we do not
want the process to die out, we assume that

µc(0) = µ0(0) = 0

holds. Further, to avoid additional technical difficulties, we suppose that we have

M := sup {k ∈ N0 : µc(k) + µ0(k) > 0} < ∞. (1.1)

In fact, we believe that the results remain true if we replace (1.1) by the assumption
that the cookie and the no-cookie offspring variance is finite. In the following we
want to distinguish different particles of the CBRW by using the usual Ulam-Harris
labelling. Therefore, we enumerate the offspring of every particle and introduce the
set

V :=
⋃

n∈N0

N
n

as the set of all particles which may be produced at some time in the whole process.
Here N

0 := {∅} is defined as the set containing only the root of the tree. In this
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setting, ν = (ν1, ν2, . . . , νn) ∈ V labels the particle which is the νn-th offspring of
the particle (ν1, ν2, . . . , νn−1). By iteration we can trace back the ancestral line of
ν to the initial particle ∅. Further, the generation (length) of the particle ν ∈ V is
denoted by |ν|, and for two particles ν, η ∈ V we write ν ≻ η (respectively, ν � η)
if ν is a descendant of the particle η (respectively, if ν is a descendant of η or η
itself). We use the same notation ν ≻ U (respectively, ν � U) for some set U ⊂ V if
there is a particle η ∈ U with ν ≻ η (respectively, ν � η). The position of a particle
is the place where it jumps to, i.e. the position at the end of step (2) above. With
the these notations, we can consider the actually produced particles in the CBRW.
For n ∈ N0 and x ∈ Z let Zn(x) ⊂ N

n ⊂ V denote the random set of particles
which are at position x at time n. Thus

Zn :=
⋃

x∈Z

Zn(x)

is the set of all particles which exist at time n and using this we can define Z :=⋃
n∈N0

Zn as the set of all particles ever produced. Then, for every particle ν ∈ Z
we write Xν for its random position in Z and the collection of all positions of all
particles (Xν)ν∈Z is what we call CBRW. Further, the position of the leftmost
cookie is denoted by

l(n) := min{x ∈ N : cn(x) = 1}.
Now, we are able to define the set of particles L(n) which is crucial for our

considerations:

L(n) := Zn(l(n)).

The particles that belong to L(n) are located at the position of the leftmost cookie
and thus they are the only particles which produce offspring according to µc. We call
the process

(
L(n)

)
n∈N0

leading process (and use the abbreviation LP) since it con-

tains the rightmost particles if L(n) 6= ∅. One key observation for the understanding
of the CBRW is that the particles in the LP constitute a Galton-Watson process
(GWP) as long as there are particles in the LP. The associated mean offspring is
given by pcmc and thus we call the LP supercritical (respectively, subcritical, or
critical) if pcmc is greater than 1 (respectively, smaller than 1, or equal to 1).

As it is usually done in the context of branching random walks (BRW), we now
define three different regimes:

Definition 1.1. A CBRW is called

(1) strongly recurrent if P
(
|Zn(0)| −−−−→

n→∞
0
)
= 0,

(2) weakly recurrent if P
(
|Zn(0)| −−−−→

n→∞
0
)
∈ (0, 1),

(3) transient if P
(
|Zn(0)| −−−−→

n→∞
0
)
= 1.

We mention that these regimes may have different names in the literature; for
instance, strong local survival, local survival, and local extinction of Gantert et al.
(2010) correspond to strong recurrence, recurrence, and transience of the present
paper. The transient regime may be subdivided into transient to the left (resp.
transient to the right) if the negative (resp. positive) integers are visited infinitely
many times. Criteria for the recurrence/transience behaviour of BRW are well-
known in the literature. In our setting the BRW of interest is the process related to
the behaviour of the particles without cookies. In the following we call this process
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BRW without cookies. It is a BRW in the usual sense started with one particle at
0, with offspring distribution µ0 and transition probabilities p0, q0 to the nearest
neighbours. For this process we have the following proposition that goes back to
fundamental papers by Biggins (1976), Hammersley (1974), and Kingman (1975);
for a proof we refer to Theorem 18.3 in Peres (1999) and Theorem 3.2 in Gantert
and Müller (2006).

Proposition 1.2. The BRW without cookies is

(1) transient to the right iff

p0 >
1

2
and m0 ≤ 1

2
√
p0q0

,

(2) transient to the left iff

p0 <
1

2
and m0 ≤ 1

2
√
p0q0

,

(3) and strongly recurrent in the remaining cases.

In the transient cases, we define

ϕℓ =
1

2p0m0

(
1−

√
1− 4p0q0m2

0

)
.

We note that ϕℓ reduces to min{1, q0
p0
} if we assume m0 = 1. An interpretation of

the quantity ϕℓ is given in Section 2 below.
Now, we are ready to formulate the main results of this paper, which give the

classification of the process with respect to weak/strong recurrence in the sense of
Definition 1.1.

Theorem 1.3. Suppose that the BRW without cookies is transient to the right.

(a) If the LP is supercritical, i.e. pcmc > 1 holds, then
(i) the CBRW is strongly recurrent iff pcmcϕℓ ≥ 1,
(ii) and the CBRW is transient to the right iff pcmcϕℓ < 1.

(b) If the LP is subcritical or critical, i.e. pcmc ≤ 1 holds, then the CBRW is
transient to the right.

Theorem 1.4. Suppose that the BRW without cookies is strongly recurrent.Then
the CBRW is strongly recurrent, no matter whether the LP is subcritical, critical
or supercritical.

Theorem 1.5. Suppose that the BRW without cookies is transient to the left.

(a) If the LP is supercritical, i.e. pcmc > 1 holds, then the CBRW is weakly
recurrent.

(b) If the LP is critical or subcritical, i.e. pcmc ≤ 1 holds, then the CBRW is
transient to the left.

2. Preliminaries

Analogously to the notation which we use for the CBRW let
(
Yν

)
ν∈Y

denote

the BRW without cookies. Here Y denotes the set of all particles ever produced
and (for every ν ∈ Y) Yν denotes the random position of the particle ν. We define
Λ+
0 = Λ−

0 := 1, and

Λ+
n := |{ν ∈ Y : Yν = n, Yη < n ∀η ≺ ν}|,
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Λ−
n := |{ν ∈ Y : Yν = −n, Yη > −n ∀η ≺ ν}| (2.1)

for n ∈ N. Here Λ+
n (respectively, Λ−

n ) denotes the random number of particles
which are the first in their ancestral line to reach the position n (respectively, −n).
In addition, we define

ϕr := E[Λ+
1 ], ϕℓ := E[Λ−

1 ]. (2.2)

Note that we have
P
(
Λ+
1 < ∞

)
= P

(
Λ−
1 < ∞

)
= 1

if the BRW without cookies
(
Yν

)
ν∈Y

is transient. In this case the processes(
Λ+
n

)
n∈N0

and
(
Λ−
n

)
n∈N0

are both GWPs. An important observation is that ϕr

and ϕℓ can be expressed using the first visit generating function of the underlying
random walk. Thus, denote by Xn the nearest neighbour random walk defined by
P(Xn+1 = x + 1 | Xn = x) = p0 and P(Xn+1 = x − 1 | Xn = x) = q0. The first
visit generating function is defined by

F (x, y|z) =
∞∑

n=0

P(Xn = y,Xk 6= y ∀k < n | X0 = x)zn.

A (short) thought reveals that ϕr = F (0, 1|m0) and ϕℓ = F (0,−1|m0) and stan-
dard calculations yield the following formulas; for both arguments we also refer to
Chapter 5 in Woess (2009).

Proposition 2.1. If the BRW without cookies is transient, we have

ϕr =
1

2q0m0

(
1−

√
1− 4p0q0m2

0

)
, and ϕℓ =

1

2p0m0

(
1−

√
1− 4p0q0m2

0

)
.

(2.3)

Remark 2.2. A natural special case is the situation where µ0(1) = 1 (and m0 = 1).
In this model particles can only branch at positions with a cookie. In sites without
cookies the process reduces to an asymmetric random walk

(
Yn

)
n∈N0

on Z with

transition probabilities p0 and q0. Here ϕr and ϕℓ simplify to the probabilities of
an asymmetric random walk to ever reach +1 or −1, respectively, i.e.

ϕr = min
{
1, p0

q0

}
and ϕℓ = min

{
1, q0

p0

}
. (2.4)

Next, we collect some known facts about Galton-Watson processes that will be
needed in the sequel. An important tool for the proofs is to identify GWPs which
are embedded in the CBRW. For the rest of this paper the processes

(
GW super

n

)
n∈N0

,
(
GW sub

n

)
n∈N0

and
(
GW cr

n

)
n∈N0

shall denote a supercritical, subcritical or critical GWP started with z ∈ N particles
with respect to the probability measure Pz . Furthermore, let T super, T sub and T cr

denote the time of extinction corresponding to the above GWPs, i.e.

T super := inf{n ≥ 0 : GW super
n = 0}

and analogously for the subcritical and critical case.

Proposition 2.3. For a subcritical GWP
(
GW sub

n

)
n∈N0

with strictly positive and

finite offspring variance there is a constant c > 0 such that

lim
n→∞

P1

(
GW sub

n > 0
)

E1

[
GW sub

1

]n = c.
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For a proof see for instance Theorem 2.6.1 in Jagers (1975).

Proposition 2.4. For a critical GWP
(
GW cr

n

)
n∈N0

with strictly positive and finite

offspring variance there is a constant c > 0 such that

lim
n→∞

nP1 (GW cr
n > 0) = c.

For a proof see for instance Theorem I.9.1 in Athreya and Ney (1972). Using
the inequality 1− x ≤ exp(−x) we obtain the following consequence of Proposition
2.4.

Proposition 2.5. For the extinction time T cr of a critical GWP with strictly pos-
itive and finite offspring variance there exists a constant C > 0 such that

Pz

(
T cr ≤ n

)
≤ exp

(
−C

z

n

)

for all n ∈ N and for all z ∈ N.

Proposition 2.6. For the extinction time T cr of a critical GWP with strictly pos-
itive and finite offspring variance there exists a constant C > 0 such that

Pz

(
T cr = n

)
≤ C

z

n2

for all n ∈ N and for all z ∈ N.

Proof : Due to Corollary I.9.1 in Athreya and Ney (1972) (with s = 0), there is a
constant c > 0 such that

lim
n→∞

n2
P1

(
T cr = n+ 1

)
= c.

Therefore, we get for n ∈ N

Pz

(
T cr = n

)
≤ z P1

(
T cr = n

)
= z

1

(n− 1)2
(
c+ o(1)

)
≤ C

z

n2

for a suitable constant C > 0. �

Lemma 2.7. Let us consider a BRW (Yν)ν∈Y without cookies with parameters
µ0, p0, q0 (and start in 0 with one particle). If the BRW is transient to the right,
we have for n ∈ N

P (∃ν ∈ Y : Yν = −n) =
(
c+ o(1)

)
(ϕℓ)

n

for some constant c > 0, where lim
n→∞

o(1) = 0.

Proof : We consider the process (Λ−
n )n∈N0 introduced in (2.1) and observe that this

process is a GWP with mean ϕℓ < 1 due to (2.3) and (2.4). Using condition (1.1),
it is not difficult to verify that we have E[(Λ−

1 )
2] < ∞. Therefore, Proposition 2.3

completes the proof. �

3. Proofs of the main results

We use both of the symbols � and � to signal the completion of a proof. The
symbol � is used at the end of the proofs of the major results; whereas � is used
for the proofs of auxiliary results which are part of another proof.
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Proof of Theorem 1.3. Proof of part (a).
In this part of the proof we suppose pcmc > 1, i.e. the LP is supercritical. For
n ∈ N we define inductively the n-th extinction time and the n-th rebirth time of
the LP by

τn := inf
{
i > σn−1 : |L(i)| = 0

}
,

σn := inf
{
i > τn : |L(i)| ≥ 1

}

with σ0 := 0 and inf ∅ := ∞. Since p0 > 1/2 and the LP is supercritical we have
that P(σn < ∞ | τn < ∞) = 1 and P(τn+1 = ∞ | τn < ∞) ≥ P(τ1 = ∞) > 0 for all
n ≥ 0. Hence, we a.s. have

σ∗ := inf{n ∈ N0 : |L(i)| ≥ 1 ∀ i ≥ n} < ∞. (3.1)

It is a well-known fact that conditioned on survival a supercritical GWP with finite
second moment normalized by its mean converges to a strictly positive random
variable (e.g. see Theorem I.6.2 in Athreya and Ney (1972)). Considering the LP
separately on the events {σ∗ = k} for k ∈ N0 yields

lim
n→∞

|L(n)|
(pcmc)n

= W > 0 (3.2)

for a strictly positive random variable W .
Now, we prove part (i) of Theorem 1.3(a). Suppose that pcmcϕℓ ≥ 1. For

n ∈ N0, let us introduce

Ln := {ν ∈ Zn+1(l(n)− 1) : ν ≻ L(n)} .
The set Ln contains all particles that are produced in the LP at time n and then
leave the LP to the left. Thus they are located at the position l(n) − 1 at time
n+ 1. Define the events An :=

{
∃ ν � Ln : Xν = 0

}
for n ∈ N0. In order to show

strong recurrence of the CBRW it is now sufficient to prove that

P

(
lim sup
n→∞

An

)
= 1. (3.3)

As a first step to achieve this, we consider the events

Bn :=
{
|Ln| ≥

(
pcmc)

nn−1, n ≥ σ∗
}

for n ∈ N0 and show that

P

(
lim inf
n→∞

Bn

)
= 1. (3.4)

This provides a lower bound for the growth of |Ln| for large n. To see that (3.4)
holds, we define Cn :=

{
|L(n)| ≥ (pcmc)

nn−1/2
}
and notice that due to (3.2) we

have

P

(
lim inf
n→∞

Cn

)
= 1. (3.5)

We observe that, given the event Cn, the random variable |Ln| can be bounded
from below by a random sum of ⌈(pcmc)

nn−1/2⌉ i.i.d. Bernoulli random variables
with success probability qc. Hence, we can use a standard large deviation bound
to see that P(|Ln| < (pcmc)

nn−1 | Cn) decays exponentially in n. An application
of the Borel-Cantelli lemma now yields

P

(
lim sup
n→∞

({
|Ln| < (pcmc)

nn−1
}
∩ Cn

))
= 0. (3.6)

Since σ∗ < ∞ a.s., (3.6) together with (3.5) yields (3.4).
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Observe that on {n ≥ σ∗} the number of descendants of every particle in Ln

which ever reaches the position 1, 2, . . . steps to the left for the first time in their
genealogy constitutes an embedded GWP in the CBRW. Its mean is given by ϕℓ,
where ϕℓ < 1 holds since the BRW without cookie is transient to the right (cf. (2.3)
and (2.4)). Using Lemma 2.7 we therefore get

P
(
An | Bn

)
≥ 1− (1− c(ϕℓ)

n)
(pcmc)

nn−1

≥ 1− exp
(
−c(ϕℓ)

n(pcmc)
nn−1

)

≥ 1− exp
(
− c

n

)

≥ C
n (3.7)

for some c, C > 0. Here we use that the position of a particle ν ∈ Ln is bounded
by n (in fact by n− 1). Notice also that we have pcmcϕℓ ≥ 1 by assumption. Since
1Bn is measurable with respect to the σ-algebra generated by |Ln| and σ∗, we have
for i, j ∈ N with i < j

P

(
j⋂

n=i

(
Ac

n ∩Bn

)
)

= E

[
E

[
j∏

n=i

1Ac
n∩Bn

∣∣∣∣∣ |Li|, . . . , |Lj|, σ∗

]]

= E

[( j∏

n=i

1Bn

)
1{i≥σ∗}E

[
j∏

n=i

1Ac
n

∣∣∣∣∣ |Li|, . . . , |Lj|, σ∗

]]

= E

[
j∏

n=i

1BnE
[
1Ac

n

∣∣ |Ln|, σ∗
]
]
. (3.8)

For the last step, we observe that on {i ≥ σ∗} the random variables
(
1Ac

n

)
i≤n≤j

are conditionally independent given |Li|, . . . , |Lj | and σ∗. This holds because on

{i ≥ σ∗} all the particles in
⋃j

n=i Ln start independent BRWs which cannot reach
the cookies anymore. For the same reason on {i ≥ σ∗} each of the random variables
(1Ac

n
)i≤n is conditionally independent of (|Lk|)k 6=n given |Ln| and σ∗. With the

help of (3.7) and (3.8) we can now conclude that we have

P

(
j⋂

n=i

(
Ac

n ∩Bn

)
)

≤
j∏

n=i

(
1− C

n

)
−−−→
j→∞

0. (3.9)

Therefore, for all i ∈ N we have P
(
∩∞
n=i

(
Ac

n ∩Bn

))
= 0, which implies

P

(
lim inf
n→∞

(
Ac

n ∩Bn

))
= 0. (3.10)

Since (3.4) holds, (3.10) yields P (lim infn→∞ Ac
n) = 0. Thus, we have estab-

lished (3.3) and so (i) of Theorem 1.3(a) is proven.

Next, we prove part (ii) of Theorem 1.3(a). Suppose that pcmcϕℓ < 1. For sake
of simplicity we assume σ∗ = 0. The proof is analogous for σ∗ = k for k ∈ N.
The idea of the proof is to show that the expected number of particles that visit
the origin the second time (the first time after time 0) in their genealogy is finite.
Since the BRW without cookies is transient this implies transience of the CBRW.
We note that no descendant of a particle that visited the origin after time 0 can
ever reach a cookie again since σ∗ = 0. (In the case σ∗ = k only a finite number
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of particles that have visited the origin up to time k can have descendants which
reach a cookie again.) More formally, define

Γn = |{ξ ∈ Z : ξ � Ln, Xξ = 0, Xω 6= 0 ∀ω : ξ ≻ ω � Ln}|.
Taking expectation yields

E[Γn1{σ∗=0}] = E[|Ln|1{σ∗=0}]F (n, 0|m0) ≤ (pcmc)
nqcmc(ϕℓ)

n,

and thus we have E[
∑

n Γn1{σ∗=0}] < ∞ since pcmcϕℓ < 1. Therefore, we can
finally conclude that a.s. only finitely many particles visit the origin, i.e. the CBRW
is transient. This completes the proof of part (a). �

Proof of part (b)
In this part of the proof we suppose that the LP is subcritical or critical, i.e. that
pcmc ≤ 1. We start with Lemma 3.1, which states that except for finitely many
times the particles at a single position x ∈ Z produce an amount of offspring which
is close to the expected amount as long as there are many particles at this position.
To do so, we first split the set of particles Zn(x) into the following two sets

Z+
n+1(x) := {ν ∈ Zn+1(x) : ν ≻ Zn(x− 1)},

Z−
n+1(x) := {ν ∈ Zn+1(x) : ν ≻ Zn(x+ 1)}

containing the particles which have moved to the right or to the left from time n to
time n+ 1. For ε > 0, which we specify later (cf. (3.30) and (3.45)), we introduce
the following sets:

D+
n (x) := {x < l(n), |Zn(x)| ≥ n} ∩

({
|Z+

n+1(x + 1)|
|Zn(x)|

< (p0m0 − ε)

}

∪
{
(p0m0 + ε) <

|Z+
n+1(x+ 1)|
|Zn(x)|

})
,

D−
n (x) := {x < l(n), |Zn(x)| ≥ n} ∩

({
|Z−

n+1(x − 1)|
|Zn(x)|

< (q0m0 − ε)

}

∪
{
(q0m0 + ε) <

|Z−
n+1(x − 1)|
|Zn(x)|

})
,

(3.11)

E+
n := {L(n) ≥ n} ∩

({ |L(n+ 1)|
|L(n)| < (pcmc − ε)

}

∪
{
(pcmc + ε) <

|L(n+ 1)|
|L(n)|

})
,

E−
n := {L(n) ≥ n} ∩

({
|Z−

n+1(l(n)− 1)|
|L(n)| < (qcmc − ε)

}

∪
{
(qcmc + ε) <

|Z−
n+1(l(n)− 1)|

|L(n)|

})
,

Fn := E+
n ∪ E−

n ∪
⋃

x∈Z

(
D+

n (x) ∪D−
n (x)

)
.



Cookie branching random walks 333

Lemma 3.1. For all ε > 0, we have

P

(
lim sup
n→∞

Fn

)
= 0. (3.12)

Proof of Lemma 3.1: A large deviation estimate (note that the number of offspring
of a single particle is bounded by M) for the random sum |Z+

n+1(x+ 1)| of |Zn(x)|
i.i.d. random variables with mean p0m0 yields

P

(
|Z+

n+1(x + 1)| > (p0m0 + ε)|Zn(x)|
∣∣∣σ(|Zn(x)|)

)
≤ exp

(
− |Zn(x)|C1

)
(3.13)

for some constant C1 > 0 and

P

(
|Z+

n+1(x + 1)| < (p0m0 − ε)|Zn(x)|
∣∣∣σ(|Zn(x)|)

)
≤ exp

(
− |Zn(x)|C2

)
(3.14)

for some constant C2 > 0. From (3.13) and (3.14) we can conclude

P

(
D+

n (x)
)
≤ exp(−nC1) + exp(−nC2). (3.15)

The same argument leads to analogue estimates for the sets D−
n (x), E

+
n and E−

n

with constants Ci > 0 for i = 3, . . . , 8. Since at time n ∈ N0 particles can only be
located at the n+ 1 positions −n,−n+ 2, . . . , n− 2, n, we get

P (Fn) ≤ 2(2 + 2(n+ 1)) exp(−nC)

for C := min
i=1,...,8

Ci > 0. Therefore, the Borel-Cantelli lemma implies (3.12). �

In the considered case the CBRW behaves very differently depending on whether
we have p0m0 ≤ 1 or p0m0 > 1:

(i) For p0m0 ≤ 1 the offspring of a single particle which move to the right in
every step behave as a critical or subcritical GWP as long as the particles
do not reach the cookies. Therefore, we can expect that the amount of
particles which reach a cookie at the same time is not very large. More
precisely, we will show in Proposition 3.2 that the amount of particles in
the LP does not grow exponentially.

(ii) For p0m0 > 1 the amount of offspring which moves to the right in every time
step in the corresponding BRW without cookies constitutes a supercritical
GWP. Therefore, the number of particles at the rightmost occupied position
in the BRW without cookies a.s. grows with exponential rate p0m0 > 1.
In this case the following proposition shows that the amount of particles in
the LP is essentially bounded by the growth rate of the rightmost occupied
position of the corresponding BRW without cookies.

Proposition 3.2. For every α > max{1, p0m0} =: m∗ we have

P

(
lim inf
n→∞

{|L(n)| < αn}
)
= 1. (3.16)

Proof of Proposition 3.2: For the proof we start with the following lemma which
states that a large LP at time n leads to a long survival of the LP afterwards (except
for finitely many times). For β > 0 we define

Gn := Gn(β) := {|L(n)| ≥ n, τ(n) ≤ β log |L(n)|} , (3.17)

where

τ(n) := inf{ℓ ≥ n : |L(ℓ)| = 0} (3.18)
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denotes the time of the next extinction of the LP beginning from time n.

Lemma 3.3. There exists some β > 0 such that we have

P

(
lim sup
n→∞

Gn

)
= 0. (3.19)

Proof of Lemma 3.3: Let us first look at a subcritical GWP
(
GW sub

n

)
n∈N0

with

reproduction mean pcmc < 1 and strictly positive, finite offspring variance and
its extinction time T sub. Assuming that we have an initial population of z ∈ N

particles, we get using Proposition 2.3

Pz(T
sub ≤ n) =

(
1− P(GW sub

n > 0)
)z ≤

(
1− c(pcmc)

n
)z ≤ exp

(
− c(pcmc)

nz
)
,

for a suitable constant c > 0. In particular, if the LP is subcritical, we conclude
that

P
(
|L(n)| ≥ n, τ(n) ≤ β log |L(n)|

∣∣ |L(n)|
)

≤ exp
(
−c(pcmc)

β log |L(n)||L(n)|
)
· 1{|L(n)|≥n}

≤ exp
(
−c · n 1

2

)

for 0 < β small enough and all n ∈ N. Therefore, the Borel-Cantelli lemma im-
plies (3.19). In the case of a critical LP, we can use an analogous argument together
with Proposition 2.5. �

In the following we want to investigate the behaviour of the CBRW on the event

Hn0 :=
⋂

n≥n0

(
F c
n ∩Gc

n

)
(3.20)

for fixed n0 ∈ N0. (We will later choose n0 large enough such that the assumptions
of the upcoming Lemma 3.4 and equation (3.47) are satisfied.) On this event we
have upper and lower bounds for

|Z+
n+1(x+ 1)|
|Zn(x)|

and
|Z−

n+1(x− 1)|
|Zn(x)|

for positions x ∈ Z containing at least n particles at time n ≥ n0 (cf. (3.11)).
Additionally, we have a lower bound for the time for which a LP with at least n
particles at time n ≥ n0 will stay alive afterwards (cf. (3.17)). We note that we
have

lim
n→∞

P(Hn) = P

(
lim inf
n→∞

(
F c
n ∩Gc

n

))
= 1 (3.21)

due to Lemma 3.1 and Lemma 3.3.

For the next lemma we need some additional notation. We define

σ0 := inf{n > n0 : |L(n− 1)| = 0, |L(n)| 6= 0, l(n) ≤ n− 2n0 − 1},
which is the time of the first rebirth of the LP after time n0 for which we have

l(σ0)− (σ0 − n0) ≤ −2n0 − 1 + n0 = −n0 − 1.

This implies ∣∣Zn0

(
l(σ0)− (σ0 − n0 + k)

)∣∣ = 0, (3.22)

for all k ∈ N0 which is an important fact which we make use of in the following
calculations (cf. Figure 3.1). Since the LP is critical or subcritical and the BRW
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without cookies is transient to the right, we a.s. have σ0 < ∞. We now define the
random times

τn := inf{ℓ > σn : |L(ℓ)| = 0} − σn, for n ≥ 0,

σn := inf{ℓ > σn−1 + τn−1 : |L(ℓ)| 6= 0}, for n ≥ 1,

which denote the time period of survival and the time of the restart of the LP,
inductively. Due to the assumptions of the CBRW all of these random times are
a.s. finite. Using (3.22) we see that we have

∣∣Zn0

(
l(σj)− (σj − n0 + k)

)∣∣ = 0 (3.23)

for all j, k ∈ N0. We note that the argument in (3.22) is true for all n ≤ n0 instead
of n0. Therefore we can conclude that

∣∣Zn

(
l(σj)− (σj − n+ k)

)∣∣ = 0 (3.24)

holds for all n ≤ n0 and for all j, k ∈ N0.
As the next step of the proof, we state the following upper bounds for the size

of the LP on the event Hn0 :

Lemma 3.4. For the particles in the LP we have the following upper bound for
k, n, z ∈ N, n ≥ n0: on Hn0 ∩ {|L(n)| = z} ∩ {τ(n) ≥ n+ k}

|L(n+ k)| ≤ z(pcmc + ε)k + kM(n+ k − 1)(1 + δ)k−1. (3.25)

Further, for arbitrary γ > 0, there exists n∗ = n∗(γ) such that on Hn0 ∩ {σj+1 =
σj + τj + 2} ∩ {|L(σj)| ≤ (m∗ + γ)σj} we have

|L(σj+1)| ≤ (m∗ + 3γ)σj+1 , (3.26)

on Hn0 ∩ {σj+1 = σj + τj + 2} ∩ {|L(σj)| > (m∗ + γ)σj} we have

|L(σj+1)| ≤ |L(σj)|(m∗ + 4γ)τj , (3.27)

and on Hn0 ∩ {σj+1 > σj + τj + 2} we obtain

|L(σj+1)| ≤ (m∗ + 2γ)σj+1 (3.28)

holds for all j ∈ N0 and n0 ≥ n∗, where m∗ = max{1, p0m0}.
Proof of Lemma 3.4: First we choose 0 < δ < γ in such a way that

1 + δ ≤ m∗ + 2γ

m∗ + γ
, 1 + δ ≤

(
m∗ + 3γ

m∗ + 2γ

)β log(m∗+γ)

, (3.29)

where β > 0 satisfies Lemma 3.3. Then we choose ε > 0 for the definitions of the
sets

(
Fn

)
n∈N0

(cf. (3.11)) sufficiently small such that

pcmc + ε ≤ 1 + δ, 1 <
p0m0 + ε

p0m0 − ε
≤ 1 + δ, p0m0 + ε ≤ m∗ + γ. (3.30)

For the upcoming estimates we use the following properties of the set Hn0 . For
n > n0 we have

|Zn−1(x− 1)| ≤ n− 1 on Hn0 ∩ {|Zn(x)| = 0}, (3.31)

which means that there cannot be very many particles at position x − 1 one time
step before n if we know that the position x stays empty at time n. Similarly, the
knowledge of |Zn(x)| gives us upper estimates for (|Zn−k(x − k)|)k∈N. If we are in
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the case in which the cookies are always to the right of the considered positions,
we have for n > n0

|Zn−1(x− 1)| ≤ z(p0m0 − ε)−1 + n− 1

on Hn0 ∩ {|Zn(x)| = z, l(n− 1) > (x− 1)},
|Zn−k(x− k)| ≤ z(p0m0 − ε)−k + (n− 1)

(
1 ∨ (p0m0 − ε)−k+1

)

on Hn0 ∩ {|Zn(x)| = z, l(n− 1) > (x− 1)} (3.32)

for n− k ≥ n0. The first estimate is easily obtained using a proof by contradiction
and an iteration of it yields the second inequality. We note here that by construction
the upper bound is at least equal to n0. Therefore, if the upper bound is exceeded,
at least a ratio of (p0m0− ε) of |Zn−k(x−k)| will contribute to |Zn−k+1(x−k+1)|
on the considered event due to the definition of Hn0 . This gives the contradiction.
For n ≥ n0 and k ∈ N, we obtain similar estimates for the size of the LP before the
next extinction at time τ(n) (for the definition of τ(n) see (3.18)):

|L(n+ 1)| ≤ z(pcmc + ε) +Mn on Hn0 ∩ {|L(n)| = z},
|L(n+ 2)| ≤ z(pcmc + ε)2 + 2M(n+ 1)

(
1 ∨ (pcmc + ε)

)

on Hn0 ∩ {|L(n)| = z} ∩ {τ(n) ≥ n+ 2},
|L(n+ k)| ≤ z(pcmc + ε)k + kM(n+ k − 1)(1 + δ)k−1

on Hn0 ∩ {|L(n)| = z} ∩ {τ(n) ≥ n+ k}.
For the last upper bounds, we note that we can distinguish between the following
two cases: If |L(n+k)| ≤ n+k−1, then we have |L(n+k+1)| ≤ M(n+k−1) due to
assumption (1.1). Otherwise we can use the definition of Hn0 to get |L(n+k+1)| ≤
(pcmc + ε)|L(n+ k)| on the considered set. In particular, we have shown (3.25).
Now, we introduce two processes (Φn)n∈N and (Ψn)n∈N, which help us – together
with the estimates (3.25), (3.31), and (3.32) – to control the number of particles
that restart the LP at time σj+1 (cf. Figure 3.1 and 3.2). For j ∈ N0 and n ∈ N we
define

Φ(j)
n := Zn(l(σj+1)− σj+1 + n) and Ψ(j)

n := Zn(l(σj+1)− σj+1 + 2 + n).

For sake of a better presentation we drop the superscript j and write just Φn and
Ψn if there is no room for confusion. We observe that we have

|Φn+1| = |Ψn| = 0 (3.33)

for all n ≤ n0 due to (3.24). Furthermore, by definition we have Φσj+1 = L(σj+1)
and

|Ψσj+1 | = |Ψσj+1−1| = |Ψσj+1−2| = 0. (3.34)

Again, we split the set of particles Φn into the particles which have moved one step
to the right from time n− 1 to time n and the particles which have moved to the
left:

Φ+
n :=Z+

n (l(σj+1)− σj+1 + n),

Φ−
n :=Z−

n (l(σj+1)− σj+1 + n).

To obtain an upper bound for |Φσj+1 | = |L(σj+1)|, we use the following recursive
structure. We have |Φ−

n | ≤ M |Ψn−1| for n ∈ N due to assumption (1.1). Moreover,
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position x ∈ Z

time n ≥ 0

l(σj)− (σj − n0)
≤ −n0 − 1

l(σj) l(σj) + τj
= l(σj+1)

n0

σj

σj + τj

σj+1

= σj + τj + 2
?

(Φn)n∈N

(Ψn)n∈N

cookie/no particles

cookie/particles

no cookie/no particles

no cookie/
potentially particles
no cookie/potentially
particles without influence
potentially a cookie/
potentially particles
without (direct) influence

? position of interest

Figure 3.1. The LP is restarted at time σj+1 two time steps after the
last extinction at time σj+τj . The two diagonals represent the processes
(Φn)n∈N and (Ψn)n∈N.

on Hn0 we have |Φ+
n | ≤ |Φn−1|(p0m0 + ε) +Mσj+1 for n0 + 2 ≤ n ≤ σj+1 (since

the particles reproduce and move without cookies) and these two facts yield

|Φn| = |Φ+
n |+ |Φ−

n | ≤ |Φn−1|(p0m0 + ε) +Mσj+1 +M |Ψn−1| (3.35)

for n0 + 2 ≤ n ≤ σj+1. Using (3.33), (3.34), and σj+1 − n0 − 1 iterations of the
recursion in (3.35), we obtain the following upper bound for the particles which
start the LP at time σj+1 on Hn0 :

|Φσj+1 | ≤M

σj+1−n0−1∑

k=3

|Ψσj+1−k|(p0m0 + ε)k−1 +Mσj+1

σj+1−n0−1∑

k=1

(p0m0 + ε)k−1

≤M

σj+1−n0−3∑

k=1

|Ψσj+1−k−2|(p0m0 + ε)k+1 +Mσ2
j+1(m

∗ + γ)σj+1 . (3.36)

Note that this bound just depends on σj+1 and the process (Ψn)n∈N. For this
reason we now take a closer look at (Ψn)n∈N and distinguish between the following
two cases:

• In the first case we assume that the LP restarts right after it has died out
and we therefore have σj+1 = σj + τj +2. In this case the process (Ψn)n∈N

coincides with the LP between time σj and σj + τj (cf. Figure 3.1).
• In the second case we assume that we have σj+1 > σj + τj + 2. From this
we know that there are no particles in the LP at time σj+1 − 2 and thus
the process (Ψn)n∈N is always left of the cookies (cf. Figure 3.2).
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In both cases the crucial observation is that the amount of particles in (Ψn)n∈N

does not exceed a certain level since none of its offspring reaches the leftmost cookie
at time σj+1 − 2.

First, we consider the case Hn0 ∩ {σj+1 = σj + τj + 2}. We apply the estima-
tions (3.25) and (3.32) to give upper bounds for |Ψσj+1−k| = |Ψσj+τj+2−k| for 1 ≤
k ≤ σj+1−n0. We know by definition of σj that we have l(σj−1) = l(σj) > l(σj)−1.
Thus, we can apply (3.32) and conclude that on the event Hn0 for 1 ≤ k ≤ σj −n0

we have

|Ψσj−k| = |Zσj−k(l(σj)− k)| ≤ |L(σj)|(p0m0 − ε)−k + σj

(
1 ∨ (p0m0 − ε)−k+1

)

and by using (3.25) for 0 ≤ k ≤ τj − 1 we get

|Ψσj+k| = |L(σj + k)| ≤ |L(σj)|(pcmc + ε)k + kM(σj + k − 1)(1 + δ)k−1.

Applying these two estimates to (3.36) yields

|Φσj+1 | ≤ M

τj∑

k=1

|Ψσj+(τj−k)|(p0m0 + ε)k+1

+M

σj+τj−n0−1∑

k=τj+1

|Ψσj−(k−τj)|(p0m0 + ε)k+1

+Mσ2
j+1(m

∗ + γ)σj+1

≤ M

τj∑

k=1

(
|L(σj)|(pcmc + ε)τj−k

+ (τj − k)M(σj + τj − k − 1)(1 + δ)τj−k−1
)
(p0m0 + ε)k+1

+M

σj+τj−n0−1∑

k=τj+1

(
|L(σj)|(p0m0 − ε)−k+τj

+ σj

(
1 ∨ (p0m0 − ε)−k+τj+1

))
(p0m0 + ε)k+1

+Mσ2
j+1(m

∗ + γ)σj+1

≤ τ2j M
2(|L(σj)|+ σj+1)(1 + δ)τj−1(m∗ + γ)τj+1

+ σj+1M |L(σj)|
(
p0m0 + ε

p0m0 − ε

)σj

(p0m0 + ε)τj+1 + 2Mσ2
j+1(m

∗ + γ)σj+1

≤ 2M2σ2
j+1(|L(σj)|+ σj+1)(1 + δ)σj+τj−1(m∗ + γ)τj+1

+ 2Mσ2
j+1(m

∗ + γ)σj+1 . (3.37)

Here we use (3.30) in the last two steps.
If we first investigate |L(σj+1)| on the subset {|L(σj)| ≤ (m∗ + γ)σj} ∩ Hn0 ∩

{σj+1 = σj + τj + 2}, on which we have a limited amount of particles in L(σj), we
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position x ∈ Z

time n ≥ 0

?

cookie/no particles

cookie/particles

no cookie/no particles

no cookie/
potentially particles
no cookie/potentially
particles without influence
potentially a cookie/
no particles
potentially a cookie/
potentially particles
without (direct) influence

? position of interest

l(σj+1)− 2− (σj − 2)
≤ −n0 − 1

l(σj+1)

n0

σj+1 − 2

σj+1

(Φn)n∈N

(Ψn)n∈N

Figure 3.2. The LP is restarted at time σj+1 more than two time steps
after the last extinction at time σj + τj . The two diagonals represent
the processes (Φn)n∈N and (Ψn)n∈N.

get by using (3.37)

|L(σj+1)| = |Φσj+1 |
≤ 2M2σ2

j+1

(
(m∗ + γ)σj + σj+1

)
(1 + δ)σj+τj−1(m∗ + γ)τj+1

+ 2Mσ2
j+1(m

∗ + γ)σj+1

≤ 4M2(σj+1 + 1)3(1 + δ)σj+1 (m∗ + γ)σj+1

≤ (m∗ + 3γ)σj+1

for n0 and thus σj+1 ≥ n0 large enough due to (3.29). This shows (3.26) in
Lemma 3.4.

On the other hand, if we consider the remaining subset {|L(σj)| > (m∗+γ)σj}∩
Hn0 ∩ {σj+1 = σj + τj + 2}, (3.37) yields

|L(σj)|−1|L(σj+1)| = |L(σj)|−1|Φσj+1 |
≤ 2M2σ2

j+1(1 + σj+1)(1 + δ)σj+τj−1(m∗ + γ)τj+1

+ 2Mσ2
j+1(m

∗ + γ)τj+2

≤ 4M2(σj + τj + 3)3(1 + δ)σj (m∗ + 2γ)τj+2

≤ 4M2(σj + τj + 3)3(1 + δ)
1

β log(m∗+γ)
τj (m∗ + 2γ)τj+2

≤ (m∗ + 4γ)τj

for n0 and thus σj ≥ n0 large enough. Here we use (3.29) and the fact that we
have {τj > β log

(
(m∗ + γ)σj

)
} on the considered event (cf. Lemma 3.3). This

shows (3.27) in Lemma 3.4.
We now consider the event Hn0 ∩ {σj+1 > σj + τj + 2}. First, we observe that

on this set, due to (3.31), we have

|Ψσj+1−2−1| = |Zσj+1−2−1(l(σj+1)− 1)| ≤ σj+1 − 2− 1 ≤ σj+1 (3.38)
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since |Ψσj+1−2| = |Zσj+1−2(l(σj+1))| = 0 holds. Further, we observe that the
particles which belong to (Ψn)n∈N are always to the left of the cookies. In particular,
we have l(σj+1 − 2 − 1) = l(σj+1) > l(σj+1) − 1. Therefore, we can apply (3.32)
and conclude, by using (3.38),

|Ψσj+1−2−k| = |Zσj+1−2−k(l(σj+1)− k)|
≤ σj+1(p0m0 − ε)−k + (σj+1 − 2− 1)

(
1 ∨ (p0m0 − ε)−k+1

)

≤ 2σj+1

(
1 ∨ (p0m0 − ε)−k

)
(3.39)

for 2 ≤ k ≤ σj+1 − 2− n0.
With the help of (3.36) and (3.39) we get on the event Hn0 ∩{σj+1 > σj+τj+2}

|Φσj+1 | ≤ M

σj+1−n0−3∑

k=1

|Ψσj+1−2−k|(p0m0 + ε)k+1 +Mσ2
j+1(m

∗ + γ)σj+1

≤ M

σj+1−n0−3∑

k=1

2σj+1

(
1 ∨ (p0m0 − ε)−k

)
(p0m0 + ε)k+1

+Mσ2
j+1(m

∗ + γ)σj+1

≤ 2Mσ2
j+1

(
(p0m0 + ε)σj+1−n0−3 ∨

(
p0m0 + ε

p0m0 − ε

)σj+1−n0−3
)
(p0m0 + ε)

+Mσ2
j+1(m

∗ + γ)σj+1

≤ 3Mσ2
j+1(m

∗ + γ)σj+1

≤ (m∗ + 2γ)σj+1

for n0 and thus σj+1 ≥ n0 large enough. Here we use (3.29) and (3.30) in the last
two steps. This shows (3.28) in Lemma 3.4. �

We now return to the proof of Proposition 3.2. First, we choose γ ∈ R with
0 < 6γ < α−m∗ and n0 large enough such that the estimations (3.26), (3.27) and
(3.28) from Lemma 3.4 hold. Using these estimations, we can conclude that on Hn0

we a.s. have

η := inf{n ≥ n0 : |L(σn)| < (m∗ + 5γ)σn} < ∞. (3.40)

To see this, we just have to see what happens on the event

Hn0 ∩
k⋂

j=1

({
|L(σj)| > (m∗ + γ)σj

}
∩
{
σj+1 = σj + τj + 2

})
.

On this event, we can use (3.27) k times in a row and we get

|L(σk)| ≤ |L(σ0)|
k∏

j=1

(m∗ + 4γ)τj ≤ |L(σ0)|(m∗ + 4γ)σk ,

from which we conclude that (3.40) indeed holds on Hn0 .
Again by using the three estimations (3.26), (3.27), and (3.28) of Lemma 3.4,

we can see inductively that on the event Hn0 we have |L(σn)| ≤ (m∗ + 5γ)σn for
all n ≥ η. Additionally, if we assume |L(σn + i − 1)| ≤ (m∗ + 5γ)σn+i−1, we see
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inductively by using (3.25) that on the event Hn0 we have for all n ≥ η and for all
1 ≤ i ≤ τn − 1

|L(σn + i)| ≤ |L(σn + i− 1)|(pcmc + ε) + (σn + i− 1)M

≤ (m∗ + 5γ)σn+i−1(pcmc + ε) + (σn + i− 1)M

≤ (m∗ + 5γ)σn+i−1(m∗ + γ) + (σn + i− 1)M

≤ (m∗ + 6γ)σn+i < ασn+i

for n0 (and thus also σn ≥ n0) large enough. Since by definition of (σn)n∈N0 and
(τn)n∈N0 the LP is empty at the remaining times, we conclude that we have

P

(
lim inf
n→∞

(
Hn ∩ {|L(n)| < αn}

))
= 1. (3.41)

Finally, (3.41) together with P (lim infn→∞ Hn) = 1 (cf. (3.21)), yields (3.16) and
finishes the proof of Proposition 3.2. �

After having investigated the growth of the LP, we are now interested in the speed
at which the cookies are consumed:

Proposition 3.5. (a) There exists λ > 0 such that we a.s. have

lim inf
n→∞

l(n)

n
> λ. (3.42)

(b) In fact, for p0m0 > 1 we a.s. have

lim
n→∞

l(n)

n
= 1. (3.43)

Proof of Proposition 3.5: (a) We compare the CBRW with the following process
(Wn)n∈N0 , that behaves similarly to an excited random walk. It is determined by
the initial configuration W0 := 0 and the transition probabilities

P
(
Wn+1 = Wn + 1 | (Wj)1≤j≤n

)
=






0 on

{
max

j=0,1,...,n−1
Wj < Wn

}

p0 on

{
max

j=0,1,...,n
Wj > Wn

}

and

P
(
Wn+1 = Wn − 1 | (Wj)1≤j≤n

)
=





1 on

{
max

j=0,1,...,n−1
Wj < Wn

}

q0 on

{
max

j=0,1,...,n
Wj > Wn

}

for n ∈ N0. The process (Wn)n∈N0 moves to the left with probability 1 every
time it reaches a position x ∈ N0 for the first time and otherwise it behaves as
an asymmetric random walk on Z with transition probabilities p0 and q0. For
the random times Tx := inf{n ∈ N0 : Wn = x} (for x ∈ N0), we notice that(
Tx+1 − Tx

)
x∈N0

is a sequence of i.i.d. random variables with

E[T1 − T0] = E[T1] = 1 +
2

2p0 − 1
.
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Therefore, the strong law of large numbers implies that we a.s. have

lim
x→∞

Tx

x
= lim

x→∞

1

x

x−1∑

i=0

(Ti+1 − Ti) = E[T1 − T0] = 1 +
2

2p0 − 1
< ∞.

Since we can couple the CBRW and the process (Wn)n∈N0 in a natural way such
that we have maxν∈Zn Xν ≥ Wn for all n ∈ N0, we can conclude that (3.42) holds

for 0 < λ <
(
1 + 2

2p0−1

)−1

. (b) We start this part of the proof with the following

lemma:

Lemma 3.6. For a CBRW with m0 > 1, there exists γ > 1 such that we a.s. have

lim
n→∞

|Zn|
γn

= ∞. (3.44)

Proof of Lemma 3.6: Let us treat the case where mc > 1 first. Let
(
Vn,k

)
n,k∈N

be

i.i.d. random variables with

1− P(V1,1 = 1) = P(V1,1 = 2) = min

{
∞∑

i=2

µ0(i),

∞∑

i=2

µc(i)

}
,

and we define the corresponding GWP
(
Z̃n

)
n∈N0

by Z̃0 := 1, Z̃n+1 :=
∑Z̃n

i=1 Vn+1,i.

Observe, that E[V1,1] > 1. A standard coupling argument reveals that Z̃n ≤ |Zn|.
Now, the claim follows since Z̃n grows exponentially, e.g. Theorem I.10.3 on page 30
in Athreya and Ney (1972).

The other case is similar: Consider now the i.i.d. random variables
(
Vn,k

)
n,k∈N

with

1− P(V1,1 = 1) = P(V1,1 = 2) = min{q0, qc}
∞∑

i=2

µ0(i),

and define as above the corresponding GWP
(
Z̃n

)
n∈N0

. For the coupling we observe

that the probability of every particle in the CBRW to produce a particle which
moves to the left is bounded from below by min{q0, qc}. Such a particle cannot
be at a position with a cookie and therefore its offspring distribution is given by(
µ0(i)

)
i∈N0

. Eventually, the corresponding coupling yields Z̃n ≤ |Z2n| and the

claim follows as above. �

We now return to the proof of Proposition 3.5(b). Let us choose ε > 0 such that

p0m0 − ε > 1, qcmc − ε > 0. (3.45)

We use this ε for the definition of the sets
(
Fn

)
n∈N0

and
(
Hn

)
n∈N0

, see (3.11) and

(3.20). Due to Lemma 3.6 we can choose γ > 1 such that we a.s. have

lim
n→∞

|Zn|
γ2n

= ∞ and γ < p0m0 − ε. (3.46)

In addition, we choose n0 sufficiently large such that we have for all n ≥ n0

γn > n, γn(qcmc − ε) > (n+ 1), γβ log(γn)(qcmc − ε) ≥ 1 (3.47)

for some β > 0 which satisfies the assumptions of Lemma 3.3. In the following we
again investigate the behaviour of the CBRW on the eventHn0 on which the process
does not show certain unlikely behaviour after time n0 (cf. (3.11) and (3.17)). We
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show that already the offspring of one position with “many” particles cause the
leftmost cookie to move to the right with speed 1. For this, we introduce the
random time

η := inf{n ≥ n0 : ∃x ∈ Z such that |Zn(x)| ≥ γn}.
At time η we have sufficiently many particles at the random position x0 := sup{x ∈
Z : Zη(x) ≥ γη}. Due to (3.46) we a.s. have η < ∞ since at time n only n + 1
positions can be occupied. Additionally, we introduce the random time

σ0 := inf{n ≥ η : l(n) = x0 + n− η}
at which offspring of the particles belonging to Zη(x0) can potentially reach the LP
for the first time after time η. Since pcmc ≤ 1, the LP dies out infinitely often and
therefore we a.s. have σ0 < ∞. Then, we define inductively the random times

τj := inf{n ≥ σj : |L(n)| = 0} − σj , for j ≥ 0,

σj := inf{n ≥ σj−1 + τj−1 : |L(n)| 6= 0}, for j ≥ 1,

denoting the time period of survival and the time of the restart of the LP after time
σ0. Due to (3.47) we have

|Zη(x0)| ≥ γη ≥ η (3.48)

which allows us to use the lower bound for |Z+
η+1(x0 +1)| on Hn0 . By using (3.46)

and (3.48) we get on the event Hn0 ∩ {l(η) > x0}
|Zη+1(x0 + 1)| ≥ |Z+

η+1(x0 + 1)| ≥ γη(p0m0 − ε) ≥ γη+1.

Iterating the last step, we see that on the event

Hn0 ∩
k−1⋂

i=0

{l(η + k − 1) > x0 + k − 1} = Hn0 ∩ {l(η + k − 1) > x0 + k − 1}

we have |Zη+k(x0 + k)| ≥ γη+k and therefore we conclude that

|L(σ0)| = |Zη+σ0−η(x0 + σ0 − η)| ≥ γη+σ0−η = γσ0

holds on Hn0 . In the following we see that already the offspring particles of L(σ0)
which move to the left at time σ0 and afterwards move to the right in every step
lead to a very large LP at the next restart at time σ1. To see this, we first notice
that (3.47) implies on the event Hn0

|Zσ0+1(l(σ0)− 1)| ≥ |Z−
σ0+1(l(σ0)− 1)| ≥ γσ0(qcmc − ε) ≥ (σ0 + 1)

since we have |Zσ0(l(σ0))| ≥ γσ0 > σ0. An iteration of this together with (3.46)
and (3.47) yield for k ∈ N

|Zσ0+1+k(l(σ0)− 1 + k)| ≥ |Z+
σ0+1+k(l(σ0)− 1 + k)|

≥ γσ0(qcmc − ε)(p0m0 − ε)k

≥ γσ0+k(qcmc − ε)≥ σ0 + k + 1

on the event Hn0 ∩ {τ0 ≥ k − 1}. In particular, this implies

|L(σ0 + τ0 + 2)| = |Zσ0+τ0+2(l(σ0) + τ0)|
≥ γσ0+2(τ0+1)(qcmc − ε)

≥ γσ0+τ0+2γβ log(γσ0)(qcmc − ε) ≥ γσ0+τ0+2 > 0
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on the event Hn0 . Here we used that, due to Lemma 3.3, we have τ0 ≥ β log(γσ0)
and recalled (3.47) for the last inequality. Further, we conclude that we have
σ1 = σ0 + τ0 + 2 on Hn0 , which implies that the LP is restarted two time steps
after it has died out at time σ0 + τ0. Iterating this argument finally implies

|L(σj+1)| ≥ γσj+1 and σj+1 = σj + τj + 2 (3.49)

for all j ∈ N0 on the event Hn0 . For β∗ := β log(γ) > 0 we further conclude
from (3.49) and Lemma 3.3 by induction that on Hn0 we have for j ∈ N0

τj ≥ βσj log(γ) ≥ β∗(1 + β∗)jσ0 (3.50)

and thus

σj+1 = σj + τj + 2 ≥ (1 + β∗)jσ0 + β∗(1 + β∗)jσ0 = (1 + β∗)j+1σ0. (3.51)

Hence, on the event Hn0 we have for n ≥ σ0

l(n)

n
≥ l(σ0) + n− σ0 − 2|{j ≥ 0 : σj + τj≤n}|

n
≥

l(σ0) + n− σ0 − 2 log(n)−log(σ0)
log(1+β∗)

n
−−−−→
n→∞

1.

Here we use (3.49) in the first step and in the second step we use the fact that
due to (3.50) and (3.51) we have σj + τj ≥ (1 + β∗)j+1σ0 for j ∈ N0. This

yields that on the event Hn0 we have limn→∞
l(n)
n = 1. Since by (3.21) we have

limn→∞ P(Hn) = 1, we finally established (3.43). �

With Proposition 3.2 and Proposition 3.5 we are now prepared to prove Theo-
rem 1.3(b). Similarly to the proof of Theorem 1.3(a), we introduce the events

An := {∃ν � Ln : Xν = 0, Xη < l(|η|)∀Ln ≺ η ≺ ν}

with Ln = {ν ∈ Zn+1(l(n)−1) : ν ≻ L(n)} for n ∈ N. On An, there exists a particle
ν which returns to the origin after time n and additionally the last ancestor of ν
which has been at a position containing a cookie was the ancestor at time n. For
λ0, γ > 0, which we will choose later (cf. (3.53) and (3.55)), we get the following
estimate with m∗ = max{1, p0m0}:

P

(
An | {l(n) ≥ nλ0} ∩ {|L(n)| ≤ (m∗ + γ)n}

)

= 1− P

(
Ac

n | {l(n) ≥ nλ0} ∩ {|L(n)| ≤ (m∗ + γ)n}
)

≤ 1− P

(
Λ−
⌈nλ0−1⌉ = 0

)M(m∗+γ)n

.

Here we use the fact that the number of offspring of every particle belonging to
Ln which return to the origin is bounded by the amount of offspring in Λ−

l(n)−1.

Additionally, we have |Ln| ≤ M |L(n)| due to assumption (1.1). Since the GWP(
Λ−
n

)
n∈N0

with mean ϕℓ is subcritical we can use Proposition 2.3 to obtain for some
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constants c, C > 0 and large n that

P

(
An ∩ {l(n) ≥ nλ0} ∩ {|L(n)| ≤ (m∗ + γ)n}

)

≤ 1−
(
1− c(ϕℓ)

⌈nλ0−1⌉
)M(m∗+γ)n

≤ 1− exp
(
−2c(ϕℓ)

⌈nλ0−1⌉M(m∗ + γ)n
)

≤ 2c(ϕℓ)
nλ0−1M(m∗ + γ)n

= C(ϕℓ)
nλ0(m∗ + γ)n. (3.52)

In the above display we use the inequalities 1 − x ≥ exp(−2x) for x ∈ [0, 1
2 ] (note

that we have ϕℓ < 1) and 1− exp(−x) ≤ x for all x ∈ R.
Let us first assume that we have m∗ = max{1, p0m0} = 1. We choose λ0 = λ/2

for some λ > 0 which satisfies the assumptions of Proposition 3.5(a). We have
ϕℓ ≤ 2q0m0 < 1 and therefore can choose γ > 0 such that

(ϕℓ)
λ0(m∗ + γ) ≤ (2q0m0)

λ0(1 + γ) ≤ (1− γ). (3.53)

By applying (3.53) to (3.52), we get P
(
An∩{l(n) ≥ nλ0}∩{|L(n)| ≤ (m∗+γ)n}

)
≤

o(1)(1− γ)n. Therefore, the Borel-Cantelli lemma implies

P

(
lim sup
n→∞

(
An ∩ {l(n) ≥ nλ0} ∩ {|L(n)| ≤ (m∗ + γ)n}

))
= 0. (3.54)

Moreover, Proposition 3.2 and Proposition 3.5 together with the choices of λ0 and γ
yield

P

(
lim inf
n→∞

(
{l(n) ≥ nλ0} ∩ {|L(n)| ≤ (m∗ + γ)n}

))
= 1.

Finally, we can conclude from (3.54) that we have P (lim supn→∞ An) = 0, which
implies the transience of the CBRW in this case.

We now assume that we have m∗ = p0m0 > 1. Due the assumption of the
transience of the BRW without cookies, we have

ϕℓp0m0 ≤ 2q0m0 · p0m0 ≤ 1

2
.

Therefore, we can choose 0 < γ < 1 such that

(ϕℓ)
1−γ(p0m0 + γ) ≤ 3

4
. (3.55)

For λ0 := 1 − γ, (3.52) and (3.55) imply P

(
An ∩ {l(n) ≥ nλ0} ∩ {|L(n)| ≤ (m∗ +

γ)n}
)
≤ C

(
3
4

)n
. Again by applying the Borel-Cantelli lemma, we get

P

(
lim sup
n→∞

(
An ∩ {l(n) ≥ nλ0} ∩ {|L(n)| ≤ (m∗ + γ)n}

))
= 0.

Additionally, Proposition 3.2 and Proposition 3.5 together with the choices of λ0

and γ yield

P

(
lim inf
n→∞

(
{l(n) ≥ nλ0} ∩ {|L(n)| ≤ (m∗ + γ)n}

))
= 1.
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Therefore, we conclude that we have P (lim supn→∞ An) = 0, which implies the
transience of the CBRW in the case p0m0 > 1. This finishes the proof of Theorem
1.3. �

Proof of Theorem 1.4. For this theorem we only have to make sure that the cookies
cannot displace the cloud of particles too far to the right. It turns out that, some-
what similarly to the case of a cookie (or excited) random walk (cf. Theorem 12 in
Zerner (2005)) one single cookie at every position x ∈ N0 is not enough for such a
behaviour.

We divide the proof of the theorem into two cases. At first we consider the case
m0 = 1, i.e. particles can only branch at positions with a cookie, and in the second
part we consider the case m0 > 1.

Let us first assume m0 = 1. In this case the BRW without cookies reduces to a
nearest neighbour random walk on Z and is therefore strongly recurrent iff p0 = 1/2
holds. Further it is enough to only investigate the path of the first offspring particle
in each step since already those particles will visit the origin infinitely often with
probability 1. For pc ≤ 1/2, the strong recurrence is obvious since we can bound
the path of the considered particles from above by the path of a symmetric random
walk on Z with the help of a coupling. For 1/2 < pc < 1, we can couple the
random movement of the considered particles to a symmetric random walk and an
excited random walk in the sense of Benjamini and Wilson (2003) (with excitement
ε = 2pc − 1) such that the position of the considered particles lies between the
symmetric random walk (to the left) and the excited random walk (to the right).
Since both random walks are recurrent (cf. Section 2 in Benjamini and Wilson
(2003) for the excited random walk), we can again conclude that the CBRW is
strongly recurrent.

Now we suppose that we have m0 > 1. From Proposition 1.2 we know that
we have log(m0) > − 1

2 log (4p0q0) = I(0) where I(·) denotes the rate function of
the nearest neighbour random walk on Z with transition probabilities p0 and q0.
Since the rate function is continuous on (−1, 1), there exist 0 < ε, δ < 1 such that
log(m0) > I(−ε) + δ. Let

(
Sn

)
n∈N0

denote such a nearest neighbour random walk

started in 0 and with transition probabilities p0 and q0. We have

lim
n→∞

1

n
logP

(
Sn ≤ −nε

)
=

{
−I(−ε) for 2p0 − 1 > −ε

0 for 2p0 − 1 ≤ −ε

}
≥ −I(−ε).

In particular, there exists k0 such that P
(
Sk0 ≤ −k0ε

)
≥ exp

(
− k0(I(−ε) + δ)

)
.

This yields for the BRW without cookies
(
Yν

)
ν∈Y

that

E

[∣∣∣ {ν ∈ Y : |ν| = k0, Yν ≤ −k0ε}
∣∣∣
]
≥ (m0)

k0 exp
(
− k0(I(−ε) + δ)

)
> 1.

(3.56)

for our choice for δ, ε. Therefore, we can conclude that the embedded GWP of
those particles which move at least k0ε to the left between time 0 and k0, between
k0 and 2k0 and so on is supercritical and therefore survives with strictly positive
probability psur. Let us now turn back to the CBRW. For every existing particle ν
the probability

P
(
∃η ∈ Z : η � ν, |η| − |ν| = k0, Xη = Xν − k0 | ν ∈ Z

)
≥ min(qc, q0)q

k0
0
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to have a descendant k0 generations later which is located k0 positions to the left
of the position of ν is bounded away from 0. From this we conclude that the
probability

P
(
∃η ∈ Z : η � ν, Xτ ≤ l(|ν|) ∀ν � τ � η, Xη ≤ 0 | ν ∈ Z

)
≥ qcq

k0
0 psur =: c > 0

(3.57)

for every existing particle in the CBRW to have a descendant on the negative
semi-axis without any cookie contact in the ancestral line connecting ν and its
descendant is also bounded away from 0. Here the lower bound is a lower estimate
for the probability for each existing particle ν in the CBRW to have a descendant
k0 generations later which is located k0 positions to the left of the position of ν
and then starts a surviving embedded GWP which moves at least k0ε to the left
between time 0 and k0, between k0 and 2k0 and so on. Since the particles we
consider for this embedded GWP cannot hit the cookies in between, this GWP has
the same probability for survival psur as in the case of the BRW without cookies (cf.
(3.56)). Using (3.57) we can conclude the strong recurrence of the CBRW since the
particles on the negative semi-axis behave as the strongly recurrent BRW without
cookies before they can reach a cookie again. �

Proof of Theorem 1.5. Proof of part (a). Here, we suppose that the LP is
supercritical, i.e. pcmc > 1. On the one hand the probability that all particles
which are produced in the first step move to the left and their offspring then escape
to −∞ without returning to 0 is strictly positive since every offspring particle starts
an independent BRW without cookies at position −1 as long as the offspring does
not return to the origin. We note that the probability for the BRW started at −1
never to return to the origin is strictly positive since the BRW without cookies is
transient to the left by assumption.

On the other hand the LP which is started at 0 is a supercritical GWP and
therefore survives with positive probability. If it survives, a.s. infinitely many par-
ticles leave the LP (to the left) at time n ≥ 1. Afterwards each of those particles
starts a BRW without cookies at position n−1 ≥ 0 since the offspring cannot reach
a cookie again. Each of those BRWs without cookies will a.s. produce at least one
offspring which visits the origin since the BRW without cookies is transient to the
left by assumption. �

Proof of part (b). Here, we suppose that the LP is critical or subcritical, i.e.
pcmc ≤ 1. In the following we want to consider the following three quantities.
The first one is the number of particles in the LP. The second one is the number
of particles which are descendants of the non-LP particles of generation n (i.e.
Zn \ L(n)) and which are the first in their ancestral line to reach the position l(n).
By definition, these particles can potentially change the position l(n) of the leftmost
cookie in the future. The third quantity is the number of particles belonging to
Zn \ L(n) whose descendants will not reach the position l(n) in the future. More
precisely, for all n ∈ N0 we define

ζ1(n) :=
∣∣L(n)

∣∣,
ζ2(n) :=

∣∣{ν � Zn \ L(n) : Xν = l(n), Xη < l(n)∀η ≺ ν
}∣∣,

ζ3(n) :=
∣∣{ν ∈ Zn \ L(n) : Xη < l(n), ∀η � ν

}∣∣.
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Note that for the definition of ζ2(n) we count the number of descendants of the
non-LP particles at time n which will reach the position l(n) in the future. Thus
the type-2 particles belong to a generation larger than n.

In the following we want to allow arbitrary starting configurations from the set

S :=

{
(a, b) ∈ N

Z

0 × N0 :
∑

k∈Z

a(k) < ∞, max{k ∈ Z : a(k) > 0} ≤ b

}
.

Here a contains the information about the number of particles at each position k ∈ Z

and b is the position of the leftmost cookie. In particular, every configuration of
the CBRW which can be reached within finite time is contained in the set S. For
each (a, b) ∈ S we consider the probability measure P(a,b) under which the CBRW
starts in the configuration (a, b) and then evolves in the usual way.

The main idea of the proof is the following. We show that there is a critical level
for the total amount of the type-1 and type-2 particles. Once this level is exceeded
the total amount has the tendency to fall back below this level. There are two
reasons which cause this behaviour. On one hand, the expected amount of type-2
particles which stay type-2 particles for another time step decreases every time the
leftmost cookie is consumed by a type-1 particle. On the other hand, if there are
many type-1 particles, the LP survives for a long time with high probability and
meanwhile the remaining particles have time to escape to the left.

For the proof we have to analyse the relation between the type-1 and type-2
particles and to distinguish between two different situations. In the first one, there
are type-1 particles at time n and therefore the leftmost cookie is consumed. In the
second case there are no type-1 particles and therefore the position of the leftmost
cookie does not change. Let us first assume that there are type-1 particles at time n.
Then, on the event {ζ1(n) 6= 0} we a.s. have

E(a,b)

[
ζ1(n+ 1) | ζ1(n), ζ2(n)

]
= ζ1(n)pcmc,

E(a,b)

[
ζ2(n+ 1) | ζ1(n), ζ2(n)

]
= ζ1(n)qcmc(ϕr)

2 + ζ2(n)ϕr . (3.58)

Here the last equality holds since each type-1 particle produces an expected amount
of qcmc particles which leave the LP to the left. To decide how large their contri-
bution to the type-2 particles counted at time n + 1 is in expectation, we have to
count the number of their offspring which will reach position l(n + 1) = l(n) + 1
in the future. For each of these particles the distribution of this random number
coincides with the distribution of Λ+

2 whose expectation is given by (ϕr)
2. Addi-

tionally, since one cookie is consumed the amount of type-2 particles, which are still
type-2 particles at time n+1, decreases in expectation by ϕr. Observe that due to
the transience to the left of the BRW without cookies, the process

(
Λ+
n

)
n∈N0

is a

GWP with mean ϕr < 1 (cf. (2.3) and (2.4)).
Let us now assume that the LP is empty. Then, on {ζ1(n) = 0} we a.s. have

E(a,b)

[
ζ1(n+ 1) + ζ2(n+ 1) | ζ1(n), ζ2(n)

]
= ζ2(n), (3.59)

since the position of the leftmost cookie does not change, i.e. l(n + 1) = l(n).
Therefore, each type-2 particle of time n either still is a type-2 particle at time n+1
or becomes a type-1 particle.
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First, we deal with the subcritical case, i.e. pcmc < 1. For fixed h ∈ N (which
will be specified later, cf. (3.61)) we define the following random times

ηn+1 :=

{
(ηn + h) ∧ inf{i > ηn : ζ1(i) = 0}, if ζ1(ηn) > 0,

(ηn + h) ∧ inf{i > ηn : ζ1(i) > 0}, if ζ1(ηn) = 0,

for n ∈ N0 and η0 := 0. We note that we have ηn+1− ηn ≤ h. For n ∈ N0 we define

ξ1(n) := ζ1(ηn), ξ2(n) := ζ2(ηn)

as the amount of type-1 and type-2 particles along the sequence (ηn)n∈N0 and
the associated filtration Fn := σ

(
ξ1(i), ξ2(i), ηi : i ≤ n

)
. We want to adapt

Theorem 2.2.1 of Fayolle et al. (1995) and start with the following lemma:

Lemma 3.7. For suitable (large) h, u ∈ N we have

E(a,b)[ξ1(n+ 1) + ξ2(n+ 1) | Fn] ≤ ξ1(n) + ξ2(n) (3.60)

a.s. on {ξ1(n) + ξ2(n) ≥ u} for all (a, b) ∈ S.
Proof of Lemma 3.7: Let us fix (a, b) ∈ S. We choose h ∈ N large enough such that

(
pcmc

)h
+ qcmc

h−1∑

i=0

(
pcmc

)i
(ϕr)

h−i+1 <
1

2
(3.61)

and

(ϕr)
h <

1

2
. (3.62)

Such a choice is possible since pcmc < 1 and ϕr < 1. Then, we fix c = c(h) such
that

0 < c ≤ 1

Mh
(1− ϕr) (3.63)

holds. Recall that the particles in the LP constitute a subcritical GWP. Let(
GW sub

n

)
n∈N0

denote such a GWP (with the same offspring distribution). Then,

for every δ > 0 there is u = u(δ, h, c) ∈ N such that

P⌊uc/(c+1)⌋

(
GW sub

h ≥ 1
)
≥ 1− δ (3.64)

since the probability for each existing particle to have at least one offspring which
moves to the right is strictly positive.

We now verify (3.60) separately on the following three events:

A1 := {ξ1(n) + ξ2(n) ≥ u} ∩ {ξ1(n) = 0},
A2 := {ξ1(n) + ξ2(n) ≥ u} ∩ {0 < ξ1(n) ≤ cξ2(n)},
A3 := {ξ1(n) + ξ2(n) ≥ u} ∩ {ξ1(n) > cξ2(n)}.

Note that A1 ∪ A2 ∪ A3 = {ξ1(n) + ξ2(n) ≥ u}.
On A1 there is no particle in the LP between time ηn and time ηn+1 by definition.

Thus, the position of the leftmost cookie does not change during this period. Hence
we a.s. have

E(a,b)[ξ1(n+ 1) + ξ2(n+ 1) | Fn]1A1 = ξ2(n)1A1

due to (3.59).
On A2 there is at least one particle in the LP and thus the leftmost cookie is

consumed at time ηn. Using ηn+1 − ηn ≤ h and the fact that the total number of
offspring of each particle is bounded by M , we a.s. obtain on A2

E(a,b)[ξ1(n+1)+ξ2(n+1) | Fn] ≤
(
ξ1(n)M

h+ϕrξ2(n)
)
≤ ξ2(n)

(
cMh+ϕr

)
≤ ξ2(n).
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Here we use (3.63) in the last step.
Next, recall that Ln = {ν ∈ Zn+1(l(n)− 1) : ν ≻ L(n)} denotes the set of parti-

cles which leave the leading process to the left at time n. Using (3.58) we a.s. get
on the event A3

E(a,b)[ξ1(n+ 1) + ξ2(n+ 1) | Fn]

= E(a,b)

[(
ξ1(n+ 1) + ξ2(n+ 1)

)
1{ηn+1−ηn<h} | Fn

]

+ E(a,b)

[(
ξ1(n+ 1) + ξ2(n+ 1)

)
1{ηn+1−ηn=h} | Fn

]

≤
(
Mh−1ξ1(n) + ϕrξ2(n)

)
E(a,b)

[
1{ηn+1−ηn<h} | Fn

]

+ (ϕr)
hξ2(n)E(a,b)

[
1{ηn+1−ηn=h} | Fn

]

+ E(a,b)

[
|L(ηn + h)|1{ηn+1−ηn=h}

∣∣∣Fn

]

+

h−1∑

i=0

E(a,b)




∑

ν�Lηn+i

1{Xν=l(ηn)+h,Xη<l(ηn)+h∀η≺ν}1{ηn+1−ηn=h}

∣∣∣∣∣∣
Fn



 .

Here in the second step we use that on the event {ηn+1 − ηn < h} (in expectation)
the proportion at most ϕr of the type-2 particles does not escape to the left since
at least one cookie is consumed. On the event {ηn+1 − ηn = h} we consider three
summands. The first corresponds to the type-2 particles at time ηn that are still
type-2 particles at time ηn+1. The second corresponds to the particles that are
still in the LP at time ηn+1 and the third to the particles which have left the LP
in the meantime. Using (3.58) and the fact that we have at least ⌊uc/(c + 1)⌋
type-1 particles on the event A3, we continue the calculation and obtain that on
the event A3 we a.s. have

E(a,b)[ξ1(n+ 1) + ξ2(n+ 1) | Fn]

≤
[
(
Mh−1ξ1(n) + ϕrξ2(n)

)
P⌊uc/(c+1)⌋

(
GW sub

h = 0
)

+ (ϕr)
hξ2(n)

+
(
pcmc

)h
ξ1(n)

+

h−1∑

i=0

ξ1(n)(pcmc)
i(qcmc)(ϕr)

h−i+1

]

≤
(
Mh−1δ +

1

2

)
ξ1(n) +

(
ϕrδ +

1

2

)
ξ2(n)

≤ ξ1(n) + ξ2(n)

for δ = δ(M,h, ϕr) sufficiently small. Here we use (3.61), (3.62), and (3.64) for the
latter estimates. �

We now turn to the case when we have a critical leading process, i.e., pcmc = 1.
Again for some c > 0, which we specify later (cf. (3.66)), we inductively define the
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following random times

ηn+1 :=

{
ηn + 1, if ζ2(ηn) ≥ cζ1(ηn),

inf{n > ηn : ζ1(n) = 0}, if ζ2(ηn) < cζ1(ηn),

for n ∈ N0 and η0 := 0. Similarly to above, we define for n ∈ N0

ξ1(n) := ζ1(ηn), ξ2(n) := ζ2(ηn)

and the associated filtration Fn := σ
(
ξ1(i), ξ2(i), ηi : i ≤ n

)
. Analogously to

Lemma 3.7, we continue with the following

Lemma 3.8. For suitable (large) u ∈ N we have

E(a,b)[ξ1(n+ 1) + ξ2(n+ 1)|Fn] ≤ ξ1(n) + ξ2(n) (3.65)

a.s. on {ξ1(n) + ξ2(n) ≥ u} for all (a, b) ∈ S.
Proof of Lemma 3.8: Let us fix (a, b) ∈ S. Again for some u = u(c) ∈ N, which we
specify later (cf. (3.77)), we introduce the following sets

A1 := {ξ1(n) + ξ2(n) ≥ u} ∩ {ξ2(n) ≥ cξ1(n)},
A2 := {ξ1(n) + ξ2(n) ≥ u} ∩ {ξ2(n) < cξ1(n)}.

and show (3.65) on the sets A1 and A2 separately.
On A1 we a.s. have

E(a,b)[ξ1(n+ 1) + ξ2(n+ 1)|Fn]

≤ 1{ξ1(n)=0}ξ2(n) + 1{ξ1(n)>0} (ϕrξ2(n) +Mξ1(n))

≤ 1{ξ1(n)=0}ξ2(n) + 1{ξ1(n)>0}

(
ϕrξ2(n) +Mc−1ξ2(n)

)

≤
[
1{ξ1(n)=0} + 1{ξ1(n)>0}

(
ϕr +Mc−1

)]
ξ2(n)

≤ ξ2(n)

for any

0 < c ≤ M (1− ϕr)
−1

. (3.66)

Here we use that on the event A1 we have ηn+1 = ηn + 1. If ξ1(n) = 0 holds, then
no cookie is eaten at time ηn and therefore we have ξ2(n+1) = ξ2(n). If ξ1(n) > 0
holds, the leftmost cookie is consumed and therefore in expectation the amount of
the type-2 particles is reduced by the factor ϕr.

Next, to investigate the behaviour on the event A2, consider first the case
(ξ1(n), ξ2(n)) = (v, 0) with v ∈ N. From this we can easily derive the general
case later on since each time a cookie is consumed the number of type-2 particles
is reduced by the factor ϕr < 1. Therefore, the type-2 particles do not essentially
contribute to the growth of the process. We have:

E(a,b)[ξ1(n+ 1) + ξ2(n+ 1) | Fn]1{(ξ1(n),ξ2(n))=(v,0)}

= E(a,b)[ξ2(n+ 1)|Fn]1{(ξ1(n),ξ2(n))=(v,0)}

=
(
E(a,b)

[
ξ2(n+ 1)1{ηn+1−ηn≤v1/3} | Fn

]

+
∑

j>v1/3

E(a,b)

[
ξ2(n+ 1)1{ηn+1−ηn=j} | Fn

] )
1{(ξ1(n),ξ2(n))=(v,0)} (3.67)
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We now consider the first summand in (3.67). For this we define

E0 :=

{
max

ℓ=1,...,⌊v1/3⌋
ζ1(ηn + ℓ) ≤ v2/3

}
,

Ek :=

{
max

ℓ=1,...,⌊v1/3⌋
ζ1(ηn + ℓ) ∈

(
2k−1v2/3, 2kv2/3

]}
for k ≥ 1,

in order to control the maximum number of particles in the LP. Using these defini-
tions, we write

E(a,b)

[
ξ2(n+ 1)1{ηn+1−ηn≤v1/3}

∣∣∣ Fn

]

=

∞∑

k=0

E(a,b)

[
ξ2(n+ 1)1Ek∩{ηn+1−ηn≤v1/3}

∣∣∣ Fn

]

≤ v1/3Mv2/3P(a,b)

(
ηn+1 − ηn ≤ v1/3

∣∣∣ Fn

)

+

∞∑

k=1

v1/3M2kv2/3P(a,b)

(
Bk(n, v) | Fn

)
,

(3.68)

where we use the notation

Bk(n, v) :=
{
∃ℓ ∈ {ηn + 1, . . . , ηn+1} : ζ1(ℓ) > 2k−1v2/3, ηn+1 − ηn ≤ v1/3

}
.

Here we note that each particle that leaves the LP starts a new BRW without
cookies (as long as the offspring particles do not reach a cookie again) which is
transient to the left by assumption. Thus, for each of those particles the expected
number of descendants which reach the position l(ηn+1) (and therefore are type-2
particles at time ηn+1) is less than one since they have to move at least two steps to
the right. Now we observe that on the event {(ξ1(n), ξ2(n)) = (v, 0)} we a.s. have

P(a,b)

(
ηn+1 − ηn ≤ v1/3

∣∣∣ Fn

)
= Pv

(
T cr ≤ v1/3

)
(3.69)

and

P(a,b)

(
Bk(n, v)

∣∣ Fn

)
≤ v1/3P⌈2k−1v2/3⌉

(
T cr ≤ v1/3

)
(3.70)

where T cr denotes the extinction time of a critical GWP whose offspring distribution
is given by the number of particles produced by a single particle in the LP which
stay in the LP. (Note that this coincides with the number of type-1 offspring of a
type-1 particle.) Now we apply (3.69), (3.70) and Proposition 2.5 to (3.68) and a.s.
obtain

E(a,b)

[
ξ2(n+ 1)1{ηn+1−ηn≤v1/3}

∣∣∣Fn

]
1{(ξ1(n),ξ2(n))=(v,0)}

≤
[
Mv exp

(
−C

v

v1/3

)
+

∞∑

k=1

M2kv4/3 exp

(
−C

2k−1v2/3

v1/3

)]
1{(ξ1(n),ξ2(n))=(v,0)}

= o(v)1{(ξ1(n),ξ2(n))=(v,0)} (3.71)

where C > 0 is the constant of Proposition 2.5.
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Now we deal with the second summand in (3.67). For some δ ∈ (0, 13 ) and j ∈ N

we introduce the events

F 0
j :=

{
max

ℓ=1,...,⌊jδ⌋
ζ1
(
ηn + j − ⌊jδ⌋+ ℓ

)
≤ j2δ

}
,

F k
j :=

{
max

ℓ=1,...,⌊jδ⌋
ζ1
(
ηn + j − ⌊jδ⌋+ ℓ

)
∈
(
2k−1j2δ, 2kj2δ

]}
for k ≥ 1,

and

G0
j :=

{
max

ℓ=1,...,j
ζ1(ηn + ℓ) ≤ j1+δ

}
,

Gk
j :=

{
max

ℓ=1,...,j
ζ1(ηn + ℓ) ∈

(
2k−1j1+δ, 2kj1+δ

]}
for k ≥ 1.

On the events Gk
j we control the maximum number of particles in the LP up to

time j, whereas on F k
j we control the maximum number during the ⌊jδ⌋ time

steps before j. We observe that on the event F k
j ∩ Gℓ

j not more than M · 2ℓj2+δ

particles leave the LP up to time ηn + j − ⌊jδ⌋ (because of Gℓ
j). Each of those

particles starts a BRW without cookies and in average it contributes not more than

(ϕr)
⌊jδ⌋+1 ≤ (ϕr)

jδ to the number of type-2 particles at time ηn + j. Similarly, on
F k
j ∩Gℓ

j not more than M2kj3δ particles leave the LP from time ηn + j − ⌊jδ⌋+ 1

to time ηn + j (because of F k
j ). Further, it holds that each particle that leaves the

LP starts a new BRW without cookies and for each of those particles the expected
number of descendants which reach the position l(ηn+1) is less than one since they
have to move at least two steps to the right. Thus we have

E(a,b)

[
ξ2(n+ 1)1Fk

j ∩Gℓ
j∩{ηn+1−ηn=j} | Fn

]

(
M2ℓj2+δ (ϕr)

jδ
+M2kj3δ

)
P(a,b)

(
F k
j ∩Gℓ

j ∩ {ηn+1 − ηn = j}
∣∣Fn

)
. (3.72)

Now suppose that ℓ ≥ k and (k, ℓ) 6= (0, 0). Then due to Proposition 2.5 we have

P(a,b)

(
F k
j ∩Gℓ

j ∩ {ηn+1 − ηn = j}
∣∣ Fn

)

≤ P(a,b)

(
∃i ∈ {1, . . . , j} : ζ1(ηn + i) > 2ℓ−1j1+δ, ζ1(ηn + j) = 0

∣∣Fn

)

≤ jP⌈2ℓ−1j1+δ⌉ (T
cr ≤ j)

≤ j exp
(
− 1

2C2(ℓ+k)/2jδ
)
. (3.73)

If otherwise k ≥ ℓ and (k, ℓ) 6= (0, 0), then again due to Proposition 2.5 we have

P(a,b)

(
F k
j ∩Gℓ

j ∩ {ηn+1 − ηn = j}
∣∣Fn

)

≤ P(a,b)

(
∃i∈ {j − ⌊jδ⌋+ 1, . . . , j} : ζ1(ηn + i) > 2k−1j2δ, ζ1(ηn + j) = 0

∣∣Fn

)

≤ jP⌈2k−1j2δ⌉

(
T cr ≤ jδ

)
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≤ j exp
(
− 1

2C2(ℓ+k)/2jδ
)
. (3.74)

With the help of (3.73) and (3.74) together with (3.72) we a.s. obtain

E(a,b)

[
ξ2(n+ 1)1{ηn+1−ηn=j} | Fn

]

=

∞∑

k,ℓ=0

E(a,b)

[
ξ2(n+ 1)1Fk

j ∩Gℓ
j∩{ηn+1−ηn=j}

∣∣∣Fn

]

≤
(
Mj2+δ (ϕr)

jδ
+Mj3δ

)
P(a,b) (ηn+1 − ηn = j | Fn)

+
∑

(k,ℓ) 6=(0,0)

(
M2ℓj2+δ(ϕr)

jδ
+M2kj3δ

)
j exp

(
− 1

2C2(ℓ+k)/2jδ
)

≤ C2j
3δ
P(a,b) (ηn+1 − ηn = j | Fn) + C2j

1+3δ
∞∑

i=1

(i + 1)2i exp
(
− 1

2C2i/2jδ
)

(3.75)

for some constant C2 > 0 which does not depend on j. By Proposition 2.6,
on {(ξ1(n), ξ2(n)) = (v, 0)} we a.s. have P(a,b) (ηn+1 − ηn = j | Fn) ≤ C3

v
j2 (for

some constant C3), and therefore (3.75) yields

E(a,b)

[
ξ2(n+ 1)1{ηn+1−ηn=j} | Fn

]
1{(ξ1(n),ξ2(n))=(v,0)}

≤
[
C4j

3δ−2v+ C2j
1+3δ exp

(
− 1

4C2
1
2 jδ
)

∞∑

i=1

(i+ 1)2i exp
(
− 1

4C2i/21
)]

1{(ξ1(n),ξ2(n))=(v,0)}

≤ C5j
3δ−2v1{(ξ1(n),ξ2(n))=(v,0)} (3.76)

for suitable constants C4, C5 > 0. Using the estimates (3.71) and (3.76) for the two
summands in (3.67), we conclude

E(a,b)[ξ1(n+ 1) + ξ2(n+ 1)|Fn]1{(ξ1(n),ξ2(n))=(v,0)}

≤
[
o(v) + v

∑

j>v1/3

C5j
3δ−2

]
1{(ξ1(n),ξ2(n))=(v,0)}

= vo(v)1{(ξ1(n),ξ2(n))=(v,0)},

and therefore there exists v0 ∈ N such that

E(a,b)[ξ1(n+ 1) + ξ2(n+ 1) | Fn]1{(ξ1(n),ξ2(n))=(v,0)} ≤ v1{(ξ1(n),ξ2(n))=(v,0)}

for v ≥ v0.
For the general case, in which we can also have type-2 particles at time ηn, we

notice that for

u ≥ (1 + c)v0 (3.77)
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we have

E(a,b)[ξ1(n+ 1) + ξ2(n+ 1) | Fn]1A2 ≤
[
ξ1(n) + ξ2(n)

]
1A2

since on A2 the type-2 particles which exist at time ηn evolve independently of the
LP until time ηn+1. This finishes the proof of Lemma 3.8. �

Now we fix u ∈ N such that Lemma 3.7 and Lemma 3.8 hold. Further, we define

τ := inf{n ∈ N0 : ξ1(n) + ξ2(n) ≤ u}.
Due to Lemma 3.7 and, respectively, Lemma 3.8, we see that in the subcritical (i.e.
pcmc < 1) as well as in the critical (i.e. pcmc = 1) case

(
ξ1(n∧ τ) + ξ2(n ∧ τ)

)
n∈N0

is a non-negative supermartingale with respect to (Fn)n∈N0 and P(a,b) for arbitrary
(a, b) ∈ S. Thus it converges P(a,b)-a.s. to a finite random variable X (a, b). Since
we have ξ1(n ∧ τ) + ξ2(n ∧ τ) ∈ N0 for all n ∈ N0 and since the probability for
this process to eventually stay at a constant level v > u for all times is equal to 0,
we conclude that X (a, b) ≤ u holds P(a,b)-a.s. Therefore, for all (a, b) ∈ S we have
P(a,b) (∃n ∈ N0 : ξ1(n) + ξ2(n) ≤ u) = 1, and hence

P(a,b) (∃n ∈ N0 : ζ1(n) + ζ2(n) ≤ u) = 1. (3.78)

We now introduce the following random times

σi := inf{n > τi : l(n) = l(τi) + 2}, for i ≥ 0,

τi := inf{n ≥ σi−1 : ζ1(n) + ζ2(n) ≤ u}, for i ≥ 1,

with τ0 := 0. Here σi denotes the first time at which two more cookies have been
eaten since τi. Moreover, we observe that

(
Y (n)

)
n∈N0

:=
((
Zn(x)

)
x∈Z

, l(n)
)
n∈N0

is a Markov chain with values in S, which can only reach finitely (thus countably)
many states within finite time. Therefore, (3.78) yields for i ∈ N0

P(e0,0)

(
τi+1 < ∞ | σi < ∞

)
= 1 (3.79)

where (e0, 0) denotes the usual starting configuration with one particle and the
leftmost cookie at position 0. Finally, we have

P(e0,0)

(
σi = ∞ | τi < ∞

)
≥
(
qcP(Λ

+
1 = 0)

)Mu
=: γ ∈ (0, 1). (3.80)

This inequality holds since at the first time after τi, at which any particle reaches
the leftmost cookie again, there are not more than u type-1 particles. Each of those
type-1 particles cannot produce more thanM particles in the next step. Afterwards,
the probability for any direct offspring of the type-1 particles to move to the left
and then produce offspring which escape to −∞ is given by qcP(Λ

+
1 = 0). All the

remaining type-2 particles escape to the left with probability P(Λ+
1 = 0) since one

more cookie has been eaten. In this case, only one more cookie is consumed after
the random time τi implying σi = ∞.

Using (3.79) and (3.80) we can conclude

P(e0,0)

(
σi < ∞ ∀ i ∈ N

)
≤ P(e0,0)

(
σk < ∞

)

≤
(
1− γ

)k −−−−→
k→∞

0.

In particular this implies that a.s. only finitely many cookies are consumed and this
yields that the CBRW is transient. �
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4. Final remarks

At the end, let us consider a CBRW with one cookie at every position x ∈ Z,
i.e. c0(x) := 1 for all x ∈ Z. In this case the leftmost cookie on the positive semi-axis

l(n) =min{x ≥ 0 : cn(x) = 1}
and the rightmost cookie on the negative semi-axis

r(n) :=max{x ≤ 0 : cn(x) = 1}
are of interest. With these two definitions we can introduce the right LP L+(n) :=
Zn(l(n)), and the left LP L−(n) := Zn(r(n)). Using Theorems 1.3, 1.4, and 1.5 and
the symmetry of the CBRW with regard to the origin, one can derive the following
results:

Theorem 4.1. Suppose that the BRW without cookies is transient to the right.

(a) If the right LP is supercritical, i.e. pcmc > 1 holds, then
(i) the CBRW is strongly recurrent iff pcmcϕℓ ≥ 1,
(ii) the CBRW is weakly recurrent iff pcmcϕℓ < 1 and qcmc > 1,
(iii) the CBRW is transient to the right iff pcmcϕℓ < 1 and qcmc ≤ 1.

(b) If the right LP is subcritical or critical, i.e. pcmc ≤ 1 holds, then
(i) the CBRW is weakly recurrent iff qcmc > 1,
(ii) the CBRW is transient to the right iff qcmc ≤ 1.

Theorem 4.2. Suppose that the BRW without cookies is strongly recurrent. Then
the CBRW is strongly recurrent, no matter which kinds of right and left LP we
have.

Theorem 4.3. Suppose that the BRW without cookies is transient to the left. Due
to the symmetry of the process we get the same result as in Theorem 4.1 if we just
replace right LP by left LP, pc by qc, ϕℓ by ϕr and “to the right” by “to the left”.
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