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Abstract. In this paper, we derive an integral representation for the density of
the reciprocal of the first hitting time of the boundary of a wedge of angle π/4 by
a radial Dunkl process with equal multiplicity values. Not only this representation
readily yields the non negativity of the density, but also provides an analogue of
Dufresne’s result on the distribution of the first hitting time of zero by a Bessel
process and a generalization of the Vakeroudis-Yor’s identity satisfied by the first
exit time from a wedge by a planar Brownian motion. We also use a result due to
Spitzer on the angular part of the planar Brownian motion to prove a representation
of the tail distribution of its first exit time from a dihedral wedge through the square
wave function.

1. Introduction

The radial Dunkl process is a self-similar diffusion valued in the closure of the
positive Weyl chamber of a reduced root system in a finite-dimensional euclidean
space (see Chybiryakov et al., 2008, Ch.II and III for a good account). Its infini-
tesimal generator is the differential part of the Dunkl-Laplace operator subject to
Neumann boundary conditions. Equivalently, it is the projection of the jump Dunkl
process valued in the underlying euclidian space onto the positive Weyl chamber.
The importance of the radial Dunkl process in probability theory stems mainly
from its connections to random matrix theory (eigenvalues of matrix-valued sto-
chastic processes, Katori, 2004), to the Brownian motion conditioned to stay in
the interior of a Weyl chamber (representation theory of complex semi simple Lie
algebras, Biane et al., 2009) and to the Brownian motion reflected at the boundary
of a Weyl chamber (multidimensional Tanaka formula and queuing theory, Demni,
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2012). Of particular interest is also the radial Dunkl process associated with di-
hedral systems which has been extensively studied in Demni (2009). Indeed, its
angular part was identified there with a time-changed real Jacobi process by an
independent Bessel clock and this identification was the key ingredient in proving
several probabilistic and analytic results such as the expressions of the semi-group
density and of the generalized Bessel function, a skew-product decomposition and
the tail distribution of the first hitting time of the boundary of a dihedral wedge.
In particular, the expansion in the basis of Jacobi polynomials obtained for the
tail distribution generalizes the known Fourier expansions for the tail distribution
of the exit time from dihedral wedges by a planar Brownian motion (Brassesco,
1992, Comtet, private communication). However, this expansion is not quite satis-
factory since for instance its non negativity is far from being obvious. It does not
help neither in checking whether or not interesting identities satisfied by the planar
Brownian motion or for the Bessel process, such as Proposition 1.1. in Vakeroudis
(2013) or Dufresne’s result on the distribution of the first hitting time of zero by a
Bessel process (see e.g. Matsumoto, 2005), extend to radial Dunkl processes valued
in dihedral wedges.

In this paper, we answer these inquiries for the radial Dunkl process valued in
the dihedral wedge of angle π/4 and for sake of simplicity, we only deal with equal
multiplicity values. More precisely, we derive an integral representation for the
density of the reciprocal of the first hitting time of the boundary of this wedge
which is easily seen to be nonnegative. Moreover, the integrand simplifies when the
common multiplicity value lies in an appropriate interval and involves the modified
Bessel function rather than the confluent hypergeometric function. In this case, the
density is even written as the product of a Gamma weight and of its convolution with
a non negative function and this result may be seen as an analogue of Dufresne’s
one though more complicated. On the other hand, when the radial Dunkl process
starts at a point lying on the bisector, then the integrand simplifies as well and
allows for a generalization of an identity due to Vakeroudis and Yor for the first
exit time from the π/4-wedge by a planar Brownian motion. We also give some
interest in the exit time from dihedral wedges for the latter process and derive a
representation of its tail distribution through the square wave function. To this end,
we use the Fourier expansion of this function proved in Brassesco (1992) and valid
for arbitrary (non necessarily dihedral) wedges together with the explicit expression
of the characteristic function of the argument of a planar Brownian motion (Spitzer,
1958). Let us finally stress that the choice of this dihedral wedge is justified by the
difficulty of the problems solved below since for instance, we do not dispose yet of
similar analytic techniques to deal even with the dihedral wedges of angles π/3 and
π/6.

The paper is organized as follows. For sake of completeness, we give in the next
section a quick reminder on root systems and radial Dunkl processes associated with
dihedral groups. We also list in the same section the various special functions occur-
ring in the paper as well as their properties we shall need in our computations. The
third section contains the statements and the proofs of the aforementioned integral
representation, its simplified form when the multiplicity value lies in an appropriate
interval and the generalization of Vakeroudis-Yor identity. In the last section, we
show how the Fourier expansion of the tail distribution of the first exit time from
dihedral wedges by a planar Brownian motion derived in Demni (2009) matches the
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one obtained in Brassesco (1992) and prove afterwards its representation through
the square wave function.

2. Reminder

2.1. Root systems and reflection groups. For facts on root systems, we refer the
reader to the monograph Humphreys (2000). Let (V, 〈·, ·〉) be a finite-dimensional
Euclidean space. Then, a root system R in V is a finite set of vectors (called roots)
in V \ {0} such that

∀α ∈ R, σα(R) = R,

where σα is the reflection with respect to α⊥:

∀x ∈ V, σα(x) := x− 2
〈α, x〉
〈α, α〉

α.

In order to introduce the Dunkl operators, we assume that the root system is
reduced:

∀α ∈ R, R ∩ Rα = {±α},
but not necessarily crystallographic. Since {α⊥, α ∈ R} is a finite set of hyper-
planes, we can choose β ∈ V such that 〈α, β〉 6= 0 for all α ∈ R. Doing so endows
R with a partial order and the set

R+ := {α ∈ R : 〈α, β〉 > 0}
is called a positive system. To this choice of R+ corresponds a unique set S ⊂ R+

referred to as the simple system and such that every positive root α ∈ R+ is
written as a positive linear combination of simple roots. Besides, the set of simple
reflections (those corresponding to simple roots) generates a finite group W , called
the reflection group associated with R, which acts on V by x 7→ wx. With this
action in hand, a function k : R → C is named a multiplicity function if it is
W -invariant:

∀w ∈W, ∀α ∈ R, k(wα) = k(α).

Therefore, k takes as many values as the number of orbits of the W -action on R.

2.2. Radial Dunkl processes associated with dihedral groups. The dihedral group,
D2(n), n ≥ 3, is the group of orthogonal transformations that preserve a regular n-
sided polygon in V = R2 centered at the origin (by convention, D2(2) := Z2×Z2). It
contains n rotations through multiples of 2π/n and n reflections about the diagonals
of the polygon. By a diagonal, we mean a line joining two opposite vertices or two
midpoints of opposite sides if n is even, or a vertex to the midpoint of the opposite
side if n is odd. Without loss of generality, one may assume that the x-axis is
a mirror for the polygon. Then the corresponding dihedral root system, I2(n), is
characterized by its positive and simple systems given by:

R+ = {−ieiπl/n, 1 ≤ l ≤ n}, S = {eiπ/ne−iπ/2, eiπ/2},
so that the positive Weyl chamber C is the wedge of angle π/n:

C = {(r, θ), r > 0, 0 < θ < π/n}.
In particular, the crystallographic systems are I2(3) which is isomorphic to R = A2,
I2(4) = B2 and I2(6) which is isomorphic to the exceptional root system of type G2

(Dunkl, 2001). When n = 2p, p ≥ 2, the roots form two orbits so that there are two
multiplicity values, say k0, k1. Otherwise, there is only one orbit and we denote by
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k the corresponding multiplicity value. If the multiplicity function is non negative,
the radial Dunkl process associated with an even dihedral group D2(2p), p ≥ 1, is
the diffusion X valued in the dihedral wedge C whose infinitesimal generator acts
on smooth functions as1:

1

2

[
∂2
r +

2γ + 1

r
∂r

]
+

1

r2

[
∂2
θ

2
+ p(k0 cot(pθ)− k1 tan(pθ))∂θ

]
,

subject to Neumann boundary conditions, where γ := p(k0 + k1) (Demni, 2009).
Let

T0 := inf{t,Xt ∈ ∂C},
be the first hitting time of ∂C and recall from Chybiryakov et al. (2008), CH.II,
that T0 is almost surely finite when at least one multiplicity value is strictly less
than 1/2. Equivalently, define the so-called indices:

νj := kj − (1/2), j ∈ {0, 1},

and assume 1/2 ≤ kj ≤ 1, j ∈ {0, 1}, with k0 > 1/2 and/or k1 > 1/2. Then
−νj = (1 − kj) − 1/2 are the indices corresponding to the multiplicity values 1 −
kj , j ∈ {0, 1}, and the underlying radial Dunkl process hits almost surely ∂C since

1 − k1 < 1/2 and/or 1 − k0 < 1/2. In this respect, we shall denote P(−ν1,−ν0)
ρ,φ the

probability law of a radial Dunkl process with indices (−ν1,−ν0) and starting at
x = ρeiφ ∈ C.

2.3. Special functions. In this paragraph, we record the definitions of various special
functions occurring in the remainder of the paper as well as some of their properties
we will need in our subsequent computations. The reader is referred for instance
to the standard books Andrews et al. (1999), Erdelyi et al. (1953b). We start with
the Gamma function:

Γ(x) =

∫ ∞
0

e−uux−1du, x > 0,

and the Legendre duplication formula:

√
πΓ(2x+ 1) = 22x−1Γ

(
x+

1

2

)
Γ(x+ 1). (2.1)

Then, we recall the Pochhammer symbol:

(a)k = (a+ k − 1) . . . (a+ 1)a, a ∈ R, k ∈ N,

with the convention (0)k = δk0. If a > 0 then

(a)k =
Γ(a+ k)

Γ(a)

while
(−n)k
k!

= (−1)k
(
n

k

)
(2.2)

1The radial Dunkl process associated with odd dihedral groups D2(n), n ≥ 3 is defined similarly

via the subsitutions: k1 → 0, k0 → k, p→ n.



First hitting time of the boundary of a wedge of angle π/4 by a radial Dunkl process 143

if k ≤ n and (−n)k = 0 otherwise. Next comes the generalized hypergeometric
function defined by the series

rFq((ai, 1 ≤ i ≤ r), (bj , 1 ≤ j ≤ q); z) =
∑
m≥0

∏r
i=1(ai)m∏q
j=1(bj)m

zm

m!
,

provided it converges absolutely. Here, an empty product equals one and the pa-
rameters (ai, 1 ≤ i ≤ r) are reals while (bj , 1 ≤ j ≤ q) ∈ R \ −N. With regard to
(2.2), the hypergeometric series terminates when at least ai = −n ∈ −N for some
1 ≤ i ≤ r, therefore reduces in this case to a polynomial of degree n. For instance,

the family (P
(a,b)
j )j≥0 of Jacobi polynomials is defined by

P
(a,b)
j (u) =

(a+ 1)j
j!

2F1(−j, j + a+ b+ 1, a+ 1;u), a, b > −1.

Here, 2F1 is the Gauss hypergeometric function which admits the Euler integral
representation:

2F1(c, d, e;u) =
Γ(e)

Γ(c− d)Γ(d)

∫ 1

0

(1− uz)−czd−1(1− z)e−d−1dz, (2.3)

with e > d > 0, |u| < 1, c ∈ R, and satisfies the quadratic transformation:

2F1(a, b, 2a;u) =
1

(1− (u/2))b
2F1

(
b

2
,
b+ 1

2
, a+

1

2
;

u2

(2− u)2

)
, | arg(1− u)| < π.

(2.4)
The squared L2-norm of the j-th Jacobi polynomial with respect to the weight
(1− u)a(1 + u)b is given by(

||P (a,b)
j ||2

)2

=
2a+b+1

2j + a+ b+ 1

Γ(j + a+ 1)Γ(j + b+ 1)

Γ(j + a+ b+ 1)j!
, (2.5)

and we shall denote p
(a,b)
j the j-th orthonormal Jacobi polynomial p

(a,b)
j :=

P
(a,b)
j /||P (a,b)

j ||2. Moreover, we shall need the following values:

P
(a,b)
j (1) =

(a+ 1)j
j!

, P
(a,b)
j (−1) = (−1)j

(b+ 1)j
j!

, (2.6)

as well as the differentiation rule:

d

du
P

(a−1,b−1)
j+1 (u) =

j + a+ b

2
P

(a,b)
j (u). (2.7)

When a = b = ν−1/2, P
(a,a)
j reduces up to a normalization to the j-th Gegenbauer

polynomial of parameter ν:

C
(ν)
j (z) =

(2ν)j
(ν + 1/2)j

P
(ν−1/2,ν−1/2)
j (z) =

(2ν)j
j!

2F1

(
−j, j + 2ν, ν +

1

2
,

1− z
2

)
.

(2.8)
Now, the modified Bessel function of index κ ∈ R is defined by:

Iκ(u) :=
∑
j≥0

1

Γ(κ+ j + 1)j!

(u
2

)2j+κ

, u ∈ C.

We shall also denote by

iκ(z) :=

(
2

u

)κ
Γ(κ+ 1)Iκ(u)
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the normalized modified Bessel function and

µs(du) =
Γ(s+ 1/2)√

πΓ(s)
(1− u2)s−11[−1,1](u)du, s > 0,

the symmetric Beta distribution. Thus, the Poisson integral representation of iκ
takes the form:

iκ−1/2(z) =

∫
ezuµκ(du), κ > −1/2. (2.9)

Finally, the confluent hypergeometric function 1F1 admits the following integral
representation:

1F1 (a, b, v) =
Γ(b)

Γ(a)Γ(b− a)

∫ 1

0

euvua−1(1− u)b−a−1du, b > a > 0, (2.10)

and satisfies the Kummer relations:

e−z1F1(a, b; z) = 1F1(b− a, b;−z), (2.11)

and

1F1(a, 2a+ 1;x) = 22a−1Γ
(
a+

1

2

)
ex/2(−x)(1/2)−a

[
I a−(1/2)

(
− x

2

)
+ Ia+(1/2)

(
− x

2

)]
.

(2.12)

3. First hitting time of the boundary of a wedge of angle π/4 by a radial
Dunkl process

Let x = ρeiφ, ρ > 0, 0 < φ < π/4 belong to the positive Weyl chamber associated
with the even dihedral group D2(4). In this section, we shall derive an integral
representation for the density of

V0 :=
ρ2

2T0

under the probability law P(−ν,−ν)
ρ,φ , where we assume for sake of simplicity that

k0 = k1 := k ∈ (1/2, 1] and set ν := k−1/2. To this end, recall from Demni (2009),
Proposition 3, that if 1/2 ≤ k0, k1 ≤ 1 with at least one value strictly larger 1/2,
then 2:

P(−ν1,−ν0)
ρ,φ (T0 > t) = cp,ν0,ν1 sin2ν0(pφ) cos2ν1(pφ)e−ρ

2/(2t)

∑
j≥0

F (j)

(
ρ2

2t

)p(j+ν0+ν1)

1F1

(
aj + 1, bj + 1,

ρ2

2t

)
p

(ν1,ν0)
j (cos(2pφ)), (3.1)

where cp,ν0,ν1 is a normalizing constant,

aj := p(j + 1), bj := p(2j + k0 + k1) = p(2j + ν0 + ν1 + 1),

and

F (j) :=
Γ(aj + 1)

Γ(bj + 1)

∫ 1

−1

p
(ν1,ν0)
j (s)ds =

Γ(aj + 1)

||P (ν1,ν0)
j ||2Γ(bj + 1)

∫ 1

−1

P
(ν1,ν0)
j (s)ds.

Then, the issue of our computations is:

2There is a misprint in the statement of Proposition 3 in Demni (2009): (ρ/
√
t)γ−2p should

be (ρ/
√
t)2γ−2p.
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Proposition 3.1. Let p = 2. Then, under P(−ν,−ν)
ρ,φ , the density of V0 is given up

to a normalizing constant by:

sin2ν(4φ)e−vv4ν−1

∫ {
1F1

(
2, 2ν +

3

2
;
v(1− cos(2φ)u)

2

)
+

1F1

(
2, 2ν +

3

2
;
v(1− sin(2φ)u)

2

)}
µν+(1/2)(du).

Proof : Since the proof is lengthy and quite technical, we shall omit the various
normalizing constants which possibly and only depend on p, k and simply write ∝
to mean ’proportional to’. Moreover, we firstly work out the right-hand side of
(3.1) for general values of p and prove secondly an auxiliary result valid for p = 2
which is interesting in its own. Using (2.5), (2.6) and (2.7), we readily get

F (j)

||P (ν1,ν0)
j ||2

=

=
2

(j + ν0 + ν1)
(
||P (ν1,ν0)

j ||2
)2

Γ(aj + 1)

Γ(bj + 1)

[
P

(ν1−1,ν0−1)
j+1 (1)− P (ν1−1,ν0−1)

j+1 (−1)
]

∝ Γ(j + ν0 + ν1)Γ(aj)

Γ(bj)

[
1

Γ(ν1)Γ(j + ν0 + 1)
+

(−1)j

Γ(ν0)Γ(j + ν1 + 1)

]
.

Under the assumption k0 = k1 = k, F (2j + 1) = 0 while

F (2j) ∝ Γ(a2j)

Γ(b2j)

Γ(2(j + ν))

Γ(2j + ν + 1)
, j ≥ 0.

As a result,

P(−ν,−ν)
ρ,φ (T0 > t) ∝ sin2ν(2pφ)e−ρ

2/(2t)
∑
j≥0

Γ(a2j)

Γ(b2j)

Γ(2(j + ν))

Γ(2j + ν + 1)(
ρ2

2t

)2p(j+ν)

1F1

(
a2j + 1, b2j + 1,

ρ2

2t

)
P

(ν,ν)
2j (cos(2pφ)).

Using (2.8), the last expression may be written as

P(−ν,−ν)
ρ,φ (T0 > t) ∝ sin2ν(2pφ)e−ρ

2/(2t)

∑
j≥0

Γ(a2j)

(2j + 2ν)Γ(b2j)

(
ρ2

2t

)2p(j+ν)

1F1

(
a2j + 1, b2j + 1,

ρ2

2t

)
C

(ν+1/2)
2j (cos(2pφ)),

or equivalently as

P(−ν,−ν)
ρ,φ (V0 < v) ∝ sin2ν(2pφ)e−v×∑
j≥0

Γ(a2j)

(2j + 2ν)Γ(b2j)
v2p(j+ν)

1F1 (a2j + 1, b2j + 1, v)C
(ν+1/2)
2j (cos(2pφ)),

where v := ρ2/(2t). This series is the even part of

sin2ν(2pφ)e−v
∑
j≥0

Γ(aj)

(j + 2ν)Γ(bj)
vp(j+2ν)

1F1 (aj + 1, bj + 1, v)C
(ν+1/2)
j (cos(2pφ))
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which, by Kummer first relation (2.11), transforms into

sin2ν(2pφ)
∑
j≥0

Γ(aj)

(j + 2ν)Γ(bj)
vp(j+2ν)

1F1 (bj − aj , bj + 1,−v)C
(ν+1/2)
j (cos(2pφ)).

Since bj − aj = 2p(j + k)− p(j + 1) = p(j + 2ν), then

vp(j+2ν)

p(j + 2ν)
1F1(bj − aj , bj + 1,−v)=

∑
m≥0

(−1)m
(p(j + 2ν) + 1)m

(bj + 1)m

vm+p(j+2ν)

(p(j + 2ν) +m)m!

and the derivative of the right-hand side of this last equality with respect to v is
given by∑
m≥0

(−1)m
(p(j + 2ν) + 1)m

(bj + 1)m

vm+p(j+2ν)−1

m!
= vp(j+2ν)−1

1F1 (bj − aj + 1, bj + 1,−v)

= e−vvp(j+2ν)−1
1F1 (aj , bj + 1, v) .

As a result, the density of V0 is proportional to the even part of the series

sin2ν(2pφ)e−v
∑
j≥0

Γ(aj)

Γ(bj)
vp(j+2ν)−1

1F1 (aj , bj + 1, v)C
(k)
j (cos(2pφ)). (3.2)

If p = 2, then aj = 2(j+1), bj = 4(j+k) and the series in (3.2) admits the following
integral representation:

Lemma 3.2. For any k > 0,∑
j≥0

Γ(2(j + 1))

Γ(4(j + k))
v2j

1F1 (2(j + 1), 4(j + k) + 1, v)C
(k)
j (cos(4φ)) =

1

Γ(4k)∫
1F1

(
2, 2k +

1

2
;
v(1− cos(2φ)u)

2

)
µk(du).

Assume for a while that the lemma holds true. Then, the symmetry relation

(−1)jC
(k)
j (cos(2pφ)) = C

(k)
j (− cos(2pφ)) = C

(k)
j

(
cos

(
2p

(
π

2p
− φ

)))
(3.3)

shows that∑
j≥0

(−1)j
Γ(2(j + 1))

Γ(4(j + k))
v2j

1F1 (2(j + 1), 4(j + k) + 1, v)C
(k)
j (cos(4φ)) =

1

Γ(4k)∫
1F1

(
2, 2k +

1

2
;
v(1− sin(2φ)u)

2

)
µk(du).

Recalling ν = k − 1/2, the proposition is proved. �

Proof of the lemma: It mainly follows from an identity satisfied by Gegenbauer
polynomials and from Erdelyi multiplication Theorem. Actually, the following iden-
tity was noticed in Xu (2000): for any x ∈ [−1, 1],

C
(k)
j (2x2 − 1) =

∫ 1

−1

C
(2k)
2j (ux)µk(du), (3.4)
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while Erdelyi multiplication Theorem asserts that (Erdelyi et al., 1953a, p.385, (7)):

1F1(a, c; yz) =
∑
j≥0

(−z)jΓ(b+ j)(a)j
Γ(b+ 2j)j!

2F1(−j, j+b, c; y)1F1(a+j, b+1+2j; z), (3.5)

where z, a, b, c > 0, |y| < 1. Now, (3.4) leads to∫ ∑
j≥0

Γ(2(j + 1))

Γ(4(j + k))
v2j

1F1 (2(j + 1), 4(j + k) + 1, v)C
(2k)
2j (u cos(2φ))µk(du)

which is the sum of

1

2

∫ ∑
j≥0

(±1)j
Γ(j + 2)

Γ(2j + 4k)
vj1F1 (j + 2, 2j + 4k + 1, v)C

(2k)
j (u cos(2φ))

µk(du).

Since µk is symmetric, then (3.3) shows that both series give the same contribution
after integration with respect to u. Besides, the second equality of (2.8) shows that

∑
j≥0

Γ(j + 2)

Γ(2j + 4k)
(−v)j1F1 (j + 2, 2j + 4k + 1, v)C

(2k)
j (u cos(2φ))

=
∑
j≥0

(2)j(4k)j
Γ(2j + 4k)j!

(−v)j1F1 (j + 2, 2j + 4k + 1, v)×

2F1

(
−j, j + 4k, 2k +

1

2
;

1− u cos(2φ)

2

)
which, owing to Erdelyi multiplication Theorem specialized to

a = 2, b = 4k, c = 2k + (1/2), z = v, y = (1− u cos(2φ))/2,

proves the lemma. �

Corollary 3.3. If ν ∈ (1/4, 1/2], then the density of V0 reads (up to a normalizing
constant):

sin2ν(4φ)e−v/2v2ν−(3/2)×∫ v

0

e−y/2y2ν−(3/2)(v − y)

[
iν

(
cos(2φ)

2
(v − y)

)
+ iν

(
sin(2φ)

2
(v − y)y

)]
dy.

Proof : The assumption made on ν ensures the validity of the integral representation
(2.10):

1F1

(
2, 2ν +

3

2
;
v(1− u cos(2φ))

2

)
∝
∫ 1

0

eyv(1−u cos(2φ)/2y(1− y)2ν−(3/2)dy.

Using Fubini Theorem and (2.9), it follows that∫
1F1

(
2, 2ν +

3

2
;
v(1− cos(2φ)u)

2

)
µν+(1/2)(du)

=

∫ 1

0

evy/2iν

(
v cos(2φ)

2
y

)
y(1− y)2ν−(3/2)dy
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and similarly ∫
1F1

(
2, 2ν +

3

2
;
v(1− sin(2φ)u)

2

)
µν+(1/2)(du)

=

∫ 1

0

evy/2iν

(
v sin(2φ)

2
y

)
y(1− y)2ν−(3/2)dy.

Together with the variable change y 7→ y/v yield the formula:

sin2ν(4φ)e−vv2ν−(3/2)

∫ v

0

ey/2
[
iν

(
cos(2φ)

2
y

)
+ iν

(
sin(2φ)

2
y

)]
y(v − y)2ν−(3/2)dy.

Multiplying the integral by e−v/2 and performing the variable change y 7→ v − y,
the corollary is proved �

Remark 3.4. In the rank-one case R = {±1}, the reflection group is Z2 and the
positive Weyl chamber is (0,∞). In this case, the radial Dunkl process is a Bessel
process of index ν = k − (1/2) and it is already known that this process hits zero
almost surely when k ∈ [0, 1/2) (Revuz, 1999, CH.XI). Besides, the distribution of
the first hitting time of zero is the reciprocal of a Gamma distribution of parameter
ν and this fact follows for instance from a result due to Dufresne on the distribution
of the exponential functional of a Brownian motion of drift ν (see e.g. Matsumoto,
2005, p.3). As a matter of fact, for the Abelian group D2(2) = Z2 × Z2, T0 is the
infimum of two independent reciprocal Gamma variables of parameter ν so that the
density of V0 reads

(sinφ)2νvν−1e−v sin2 φ

∫ v cos2 φ

0

e−uuν−1du+(cosφ)2νvν−1e−v cos2 φ

∫ v sin2 φ

0

e−uuν−1du.

Hence, the previous corollary provides an analogue of Dufresne’s result for the non
Abelian group D2(4).

Corollary 3.5. If φ = π/8 then, for any y ≥ 0,

E(−ν,−ν)
ρ,π/8

(
V

(3/2)−2ν
0 e−yV0

)
∝ 1

(1 + y)2ν−(1/2)(1 + 2y)2 2F1

(
1,

3

2
, ν + 1;

1

2(1 + 2y)2

)
.

Proof : When φ = π/8, the expression of the density of V0 simplifies to (up to a
constant):

e−vv4ν−1

∫
1F1

(
2, 2ν +

3

2
;
v(1− u/

√
2)

2

)
µν+(1/2)(du).

Now, multiply by v−2ν+(3/2)e−yv, y > 0, expand the confluent hypergeometric func-
tion and integrate with respect to v to get

E(−ν,−ν)
ρ,π/8

(
V

(3/2)−2ν
0 e−yV0

)
∝ 1

(1 + y)2ν+(3/2)

∫
1F0

(
2,

(1 + u/
√

2)

2(1 + y)

)
µν+(1/2)(du)

∝ 1

(1 + y)2ν+(3/2)

∫ 1

−1

(1 + y)2

(1 + 2y + u/
√

2)2
(1− u2)ν−(1/2)du

∝ 1

(1 + y)2ν−(1/2)[1 +
√

2(1 + 2y)]2
2F1

(
2, ν +

1

2
, 2ν + 1;

2

1 +
√

2(1 + 2y)

)
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where the last line follows from the variable change z = (1 − u)/2 and (2.3). Ap-
plying the quadratic transformation (2.4), the proposition follows after few compu-
tations. �

Remark 3.6. The index value −ν = −1/2 corresponds to a null multiplicity func-
tion in which case the radial Dunkl process reduces to a planar Brownian motion
reflected at ∂C. Since the reflected and the non reflected processes have the same
distribution up to T0, then this hitting time has the same distribution in this case
as the first exit time from C by a planar Brownian motion. In particular, the result
of the corollary coincides with Proposition 1.1. in Vakeroudis (2013) for the special
value c = π/8:

E(−1/2,−1/2)
ρ,π/8

(
V

1/2
0 e−yV0

)
∝ 1√

1 + y[2(1 + 2y)2 − 1]

and the distribution of V0 can be described as the sum of independent Gamma
variables (Vakeroudis, 2012).

4. Exit time of a planar Brownian motion from a dihedral wedge

In this section, we give a particular interest to the exit time of a planar Brownian
motion from a dihedral wedge which already attracted the attention of probabilists
and physicists. For instance, the tail distribution of this random variable was de-
rived in Doumerc (2005) using the reflection principle and combinatorial arguments,
and in an unpublished manuscript by A. Comtet who solved the heat equation in
an arbitrary wedge with Dirichlet boundary conditions (Comtet, private commu-
nication). Another expression of this probability was also obtained in Brassesco
(1992) for arbitrary wedges as a series of modified Bessel functions. For even di-
hedral wedges π/(2p), p ≥ 1, the latter can be matched with (3.1) specialized to
k0 = k1 = 1 as follows (a similar claim holds true for odd dihedral wedges). Using
(2.11), (3.1) is written in this case as:

P(−1/2,−1/2)
ρ,φ (T0 > t) ∝ sin(2pφ)e−ρ

2/(2t)

∑
j≥0

F (j)

(
ρ2

2t

)p(j+1)

1F1

(
(j + 1)p+ 1, 2(j + 1)p+ 1,

ρ2

2t

)
p

(1/2,1/2)
j (cos(2pφ))

= sin(2pφ)
∑
j≥0

F (j)
(ρ2

2t

)p(j+1)

1F1

(
(j+1)p, 2(j+1)p+1,−ρ

2

2t

)
p

(1/2,1/2)
j (cos(2pφ)),

where we recall

F (j) =
Γ(p(j + 1) + 1)

Γ(2p(j + 1) + 1)

∫ 1

−1

p
(1/2,1/2)
j (s)ds

=
Γ(p(j + 1) + 1)

||P (1/2,1/2)
j ||2Γ(2p(j + 1) + 1)

∫ 1

−1

P
(1/2,1/2)
j (s)ds.

Now, let Uj be the j-th Tchebycheff polynomial of the second kind:

Uj(cosφ) :=
sin[(j + 1)φ]

sinφ
=

(j + 1)!

(3/2)j
P

(1/2,1/2)
j (cosφ),
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and use (2.1) and (2.5) to derive

Γ(2p(j + 1) + 1) =
22p(j+1)

√
π

Γ

(
p(j + 1) +

1

2

)
Γ(p(j + 1) + 1)

||P (1/2,1/2)
j ||2 = 2

[
Γ(j + (3/2))

(j + 1)!

]2

.

Then, (2.12) entails

P(−1/2,−1/2)
ρ,φ (T0 > t) ∝

e−ρ
2/(4t)

√
ρ2

2t

∑
j≥0

S(j)

[
I(j+1)p−(1/2)

(
ρ2

4t

)
+ I(j+1)p+(1/2)

(
ρ2

4t

)]
sin[2(j + 1)pφ],

where

S(j) :=

∫ π

0

sin((j + 1)y)dy =
1− cos((j + 1)π)

(j + 1)
, j ≥ 0.

Since S(j) = 0 when j is odd and S(j) = 2/(j + 1) when j is even, then

P(−1/2,−1/2)
ρ,φ (T0 > t) ∝

e−ρ
2/(4t)

√
ρ2

2t

∑
j∈Z

[
I|(2j+1)|p−(1/2)

(
ρ2

4t

)
+ I|(2j+1)|p+(1/2)

(
ρ2

4t

)]
sin[2(2j + 1)pφ]

2j + 1
,

whose right-hand side is, up to the normalizing factor 1/
√
π, formula (2.20) in

Brassesco (1992) for dihedral wedges β = π/(2p), p ≥ 1. A particular feature of
this formula is its connection with a result due to Spitzer on the argument of the
planar Brownian motion which allows to get the following representation:

Proposition 4.1. Let Wp be the square wave function with period π/p and ampli-
tude one:

Wp(x) := sgn(sin(2px)).

and let Z be a planar Brownian motion with angular process Θ. Then

P(−1/2,−1/2)
ρ,φ (T0 > t) =

1

2
Eρ,0 [Wp(Θt + φ)] =

1

2
Eρ,φ [Wp(Θt)] ,

where Eρ,φ stands for the expectation with respect to the probability law Pρ,φ of Z
starting at (ρ, φ) ∈ C.

Proof : : Spitzer’s result alluded above gives an explicit expression of the angular
process Θt at time t > 0 (Spitzer, 1958, eq. 2.10. p.193):

Eρ,0(eiλΘt) =

√
π

2

√
ρ2

2t
e−ρ

2/(4t)

[
I(|λ|−1)/2

(
ρ2

4t

)
+ I(|λ|+1)/2

(
ρ2

4t

)]
, λ ∈ R.

(4.1)
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Together with formula (2.20) in Brassesco (1992) yield

P(−1/2,−1/2)
ρ,φ (T0 > t) =

2

π

∑
j≥0

Eρ,0
[
e2i(2j+1)pΘt

] sin[2(2j + 1)pφ]

2j + 1

=
1

π

∑
j∈Z

Eρ,0
[
e2i(2j+1)pΘt

] sin[2(2j + 1)pφ]

2j + 1

=
1

π
Eρ,0

∑
j∈Z

cos[2(2j + 1)pΘt]
sin[2(2j + 1)pφ]

2j + 1


=

1

2π
Eρ,0

{∑
j∈Z

1

2j + 1

[
sin
[
2(2j + 1)p(Θt + φ)

]
− sin

[
2(2j + 1)p(Θt − φ)

]]}

=
1

π
Eρ,0

∑
j∈Z

1

2j + 1
sin[2(2j + 1)p(Θt + φ)]


where the second equality follows from the fact that Θt and −Θt have the same
distribution. Now, recall the Fourier series of Wp:

Ŵp(x) =
2

π

∑
j∈Z

sin(2(2j + 1)px)

2j + 1

which converges pointwise to Wp outside the countable set of discontinuity points
of the latter. Since the distribution of Θt has no atoms, then

Wp(Θt + φ) =
2

π

∑
j∈Z

1

2j + 1
sin[2(2j + 1)p(Θt + φ)]

almost surely, whence the proposition follows. �

Note that

Eρ,φ [Wp(Θt)] = Eρ,φ
[
Wp(Θt)1{T0>t}

]
+ Eρ,φ

[
Wp(Θt)1{T0<t}

]
= Pρ,φ(T0 > t) + Eρ,φ

[
Wp(Θt)1{T0<t}

]
= P(−1/2,−1/2)

ρ,φ (T0 > t) + Eρ,φ
[
Wp(Θt)1{T0<t}

]
since Wp(x) = 1 for x ∈ (0, π/(2p)) and since Z and the reflected planar Brownian
motion on ∂C have the same distribution up to time T0. Consequently, the last
proposition asserts that

Pρ,φ(T0 > t) = Eρ,φ
[
Wp(Θt)1{T0<t}

]
.
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