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Abstract. We consider the approximation of a convolution of possibly different
probability measures by (compound) Poisson distributions and also by related
signed measures of higher order. We present new total variation bounds having
a better structure than those from the literature. A numerical example illustrates
the usefulness of the bounds, and an application in the Poisson process approxi-
mation is given. The proofs use arguments from Kerstan (1964) and Roos (1999D)
in combination with new smoothness inequalities, which could be of independent
interest.

1. Introduction

1.1. Aim of the paper. Nowadays, there are numerous results in the (compound)
Poisson approximation of convolutions of probability distributions (cf. Arak and
Zaitsev, 1986; Barbour et al., 1992). However, it turned out that the investigation
in the multidimensional case is somewhat difficult. Even in the simple case of
Poisson approximation of the generalized multinomial distribution, the correct order
of approximation is not exactly known. Indeed, to the best of our knowledge, the
literature does not contain any lower and upper total variation bounds differing
only by an absolute constant factor. The problem here is that not only the number
of convolution factors but also the dimension can be arbitrarily large. But there
are useful approximation results, see, e.g., Franken (1963), U. Herrmann (1965b),
Deheuvels and Pfeifer (1988), Roos (1999b), Barbour (2005). In this paper, we
show how some bounds from Roos (1999b) can be further substantially improved.
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We also indicate how these improved bounds in combination with ideas in Roos
(2007) can be useful in the compound Poisson approximation.

The paper is organized as follows. In the next three subsections, we explain the
notation, comment on the method used, give a review of some results from the
literature and discuss the benefits of some result of the present paper. Sections 2
and 3 are devoted to the main results and an application in the Poisson process
approximation. In Section 4, we present some auxiliary norm estimates including
smoothness inequalities as well as the proofs of the results.

1.2. Notation. In what follows, let (X,+,.A) be a measurable Abelian semigroup
with zero element, that is, (X,+) is a commutative semigroup with identity el-
ement 0 and A is a o-algebra of subsets of X such that the mapping X x X 3
(,y) » z+y € X from (X x X, A® A) to (X, A) is measurable. In particular
this implies that, for arbitrary y € X, the mapping X > z — x + y € X is measur-
able as well. The approach used in this paper requires a measure theoretic setting.
Random variables are rarely needed or used. Let F (resp. M) be the set of all
probability distributions (resp. finite signed measures) on (X,.4). Products and
powers of finite signed measures in M are defined in the convolution sense, that is,
for VW € M and A € A, we write

VIV(A) = /%V({y €X|z+ye A)dW(z).

Empty products and powers of signed measures in M are defined to be Jy, where
0, is the Dirac measure at point z € X. Let V = V* -V~ denote the Hahn-Jordan
decomposition of V'€ M and let |V| = VT + V™~ be its total variation measure.
The total variation norm of V is defined by ||V = |V|(X). We note that the
total variation distance between two finite signed measures V,W &€ M is usually
defined by drv(V,W) = sup 44|V (A) — W(A)|. However, this distance is rarely
needed or used here, since dry(V, W) = 1|V — W|| provided that V(X) = W (X),
which in concrete situations is often the case. With the usual operations of real
scalar multiplication, addition, together with convolution and the total variation
norm, M is a real commutative Banach algebra with unity Jg, see for example
Section 2 in Liese (1987). For V € M and a power series g(z) = > oo g amz"
with a,, € R converging absolutely for each complex z € C with |z| < ||[V]], we set
g(V) =X gamV™ € M. The exponential of V' € M is defined by the finite
signed measure
o0 Vm
eV =exp(V) = Z € M.
m=0

In particular, CPo(t, F') := exp(t(F—Jp)) is the compound Poisson distribution with
parameters ¢t € [0,00), F' € F. In other words, this is the distribution of the random
sum Zjvzl X;, where N, X;, (j € N) are independent random variables, N has
values in Zy := {0, 1,2, ...} and has Poisson distribution Po(t) := exp(t(d; — o)) =
CPo(t,d1) with mean t, whereas the X-valued X; are identically distributed with
distribution F. We denote the counting density of Po(t) by po(-,t) : Z — [0, 1],
where Z is the set of integers, po(m,t) = e*t% for m € Z4 and po(m,t) = 0
otherwise. If F' and G are non-negative measures on (X,.A) and F' is absolutely
continuous with respect to G, we write F' < G. For aset A,let 14(z) =1ifz € A
and 14(xz) = 0 otherwise. Set 0 = @) and n = {1,...,n} forn € N = {1,2,...};
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further, for n € Z,, set ny = {0,...,n}. For a finite set J, let |.J| be the number of
its elements. Always, let 0° = 1, % = oo and, for k € Z, an_:lk = 0 be the empty
sum. For k € N, let k% = {((1,...,0) € K" [4; # {; for all i, j € k with i # j} be
the set of all permutations on the set k. We use the standard multi-index notation:
Ford €N, z = (21,...,24) € C? and m = (mq,...,mq) € Z4, set 2 =TI, 2

r=1~r
im| =% m, and m! =[], m,!
r=1 T . r=1 U

1.3. On the method used. In our proofs, we make use of the fact that M is a real
commutative Banach algebra with unity. In the (compound) Poisson approxima-
tion such an approach has already been used by various authors. For example,
Le Cam (1960), Chen (1975a), Chen and Roos (1995), Borisov (2003) considered
measures on a general measurable Abelian group. Other authors also used Banach
algebra properties under other assumptions, see, for instance, Kerstan (1964) us-
ing a complex variable approach, Deheuvels and Pleifer (1986) using an operator
semigroup framework, and Witte (1990) for a unification of these methods.

Our proofs are based on ideas of Kerstan (1964) in combination with arguments
given in Roos (1999b) as well as new auxiliary norm estimates. For further papers
using Kerstan’s method, see H. Herrmann (1965a), U. Herrmann (1965b), Kruopis
and Cekanavicius (2014), Upadhye and Vellaisamy (2014), and also some of the
references cited therein.

The main idea of Kerstan (1964) was to expand the difference of two univari-
ate distributions in a certain way and to estimate the norm terms involved using
the Cauchy integral formula. In Roos (1999b), the corresponding multidimensional
generalization was studied, which made it necessary to slightly modify the expan-
sion. The norm terms have been estimated using the Cauchy-Schwarz inequality
without using integrals. In the present paper, we use a different expansion (see
formulas (4.6) and (4.7) below) and use new norm term estimates using Charlier
polynomials and the Cauchy-Schwarz inequality (see Subsection 4.1).

We note that in this paper it suffices to consider measures on a measurable
Abelian semigroup with zero element rather than a measurable Abelian group. This
makes it possible to use our results in the Poisson point process approximation, see
Section 3.

1.4. Review of some known results. Let us consider some important results for
discrete distributions on (X, +, A) = (R%, 4, B9) for d € N, where B¢ is the Borel
o-Algebra over R?. During this subsection, let n € N and, for j € n and r € d,

d n n d
pj,qjr € [0,1] with qu,r =1land A\, = ijqjv,, >0, A= ij = Z Ary
j=1 r=1

r=1 j=1

d
U :6€Ta Qj :ZQj,rUra Fj :50 +pj(Qj _60),
r=1

1 n 1 d n
Q = X];p]Q] = X ;ATUM F= jl;[le7 G= CPO()‘vQ) = exp()\(Q - 50))

Here, e, € R is the unit vector with 1 at position 7 and 0 otherwise. In what
follows, we discuss some bounds in the approximation of the distribution F by G.
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1.4.1. The one-dimensional case d = 1. Here, we have Q1 = --- = @, = Q = d1,
such that F' = [[7_,(do + p;(01 — o)) is a so-called Bernoulli convolution and
G = Po(]\) is the Poisson distribution with mean A. In this situation, one of the
most remarkable results is the following:

fmln{ }Zp] IF—c| <2t 2mm{ }ij

The upper bounds of ||F — G|| are due to Barbour and Hall (1984, Theorem 1),
who used Stein’s method to improve results of Le Cam (1960, Theorem 2), Ker-
stan (1964, formula (1) on page 174) and Chen (1975b, formula (4.23)). In their
Theorem 2, they also showed a comparable lower bound with constant % instead
of % The lower bound with the better constant was mentioned in Remark 3.2.2
of Barbour et al. (1992). The estimates in (1.1) depend on the behavior of the so-
called magic factor % (cf. Introduction in Barbour et al., 1992) and on the smallness

of all p;, j € n, which is reflected by Y27, p7. It is easily seen that the leading

j=1

constant 2 in front of § := P L 3, resp. in front of Af, in the upper bound (1.1)
is optimal. However, formula (32) in Roos (1999a) implies that

‘IIF Gl - \/7‘ 09m1n f+9} (1.2)

where C' denotes an absolute constant. In particular, this implies that ||F — G| ~

% f as @ — 0 and A — co. Here, ~ means that the quotient of both sides tends
to one. We note that the bound (1.2) is a generalization, resp. refinement, of results
of Prohorov (1953, Theorem 2) and Deheuvels and Pfeifer (1986, Theorem 1.2); see
also Barbour et al. (1992, page 2). In Cekanavicius and Roos (2006, formula (30)),
it was shown that, in the case 6 < 1,

30

2¢(1 —V/6)3/2’
which is an improvement of formula (10) in Roos (2001). The more general Theo-

rem 1, resp. Corollary 1, of the latter paper implies the sharpness of the constant
%. In fact, we have

IF-all < (13)

1 3
li ( fF—G):—, 1.4
i (sup 71— ) = o (1.4
where the sup is taken over all n € N, py,...,p, € [0, 1] such that A = Z?Zl p; >0
and 0 = %Z;;l p3 <t (or, alternatively, such that max;e, p; < t).

1.4.2. The multi-dimensional case d € N. Here

n d
F =TT (00 +05 > 4505, — o))
j=1 r=1

is a generalized multinomial distribution, which we wish to approximate by a prod-
uct of Poisson distributions
d

d
G = CPo(), Q) = exp(z Ar(0e, — ) ®exp (61— 60)) = R Po(\,),

r=1 r=1
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i.e. G is a multivariate Poisson distribution with mean vector (Ar,...,A\g). In
this context, there are two papers by Franken (1963) and U. Herrmann (1965b),
which unfortunately have been largely overlooked in subsequent publications. Both
papers considered more general convolution factors. Under our assumptions, some
of the results are as follows. Franken (1963, formula (1) on page 102) used direct
calculations to show a multivariate version of Proposition 1 of Le Cam (1960). His
inequality reads as

|F -G < 2ij (1.5)

and was later rediscovered by McDonald (19807 Theorem 1) using coupling argu-
ments. We note that Franken (1963, formulas (2) and (3) on page 102) also proved
two bounds for the point metric; one of these however can, under the present as-
sumptions, be replaced by a bound of a better order, cf. Roos (1998, Theorem 2).
U. Herrmann (1965b, formula (0) on page 18) proved a bound containing a magic
factor by using the method of Kerstan (1964): If maxje, p; < 7, then

IF -G < 92173(2 q”) (1.6)

Consequently, in view of (1.1), we see that, in order to obtain a new bound, which
is of the right order in the case d = 1, one could simply take the minimum of
the right-hand sides of (1.5) and (1.6). But, as is shown below, it is possible to
get bounds having a better structure concerning the minimum term. Indeed, the
following interesting bound containing a magic factor was shown by Barbour (1988,
Theorem 1) using Stein’s method:

|IF — G| < Qijmm{c,\Zq;\’ 1} (1.7

where ¢y = % + max{log(2X),0}. Unfortunately, the term cy is logarithmically
increasing in A and therefore the upper bound in (1.7) does not have the correct
order in the case d = 1, see (1.1).

An improvement of (1.7) without logarithmic factor was shown in Roos (1999D,
Theorem 1) using some modifications in the method of Kerstan (1964). Let

2%, _, _ m—1 _ 5
g(z) = = (e =1+2) 2; A (z€C) (1.8)
n 1 d q2 n (]2
g,r _ 2 jr
a0 =Y 9(2p)p; mm{ﬁ > o 1}7 Bo=> 1 mm{z . 1} (1.9)
j=1 r=1 j=1 r=1
We note that
1<g(z) <e” (x€]0,00)), meaxg(ij) < g(2) < 4.195. (1.10)
j€n
If ag < i, then
2040
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The following estimate is valid without any restrictions:
|F— G| < 17.6 Bo. (1.12)
It is clear that (1.11) or (1.12) should be preferred over (1.6), because of the term

2
Zle q/{": in the representations of ag and fy. Indeed, if ¢;, = % for all j € n and

2
r € d, then A\; = --- = A4 and hence (Zle \q/j/’\i)2 = )\% = dezl qj\"', so that the

difference in the order is the factor d, if we consider the first entry in the minimum
terms in (1.9). On the other hand, for a precise comparison of (1.11) With (1.6),

let us assume that max;c, p; < + and that  := Z 1p3(zr 1 \qJﬁ) < 2, such
that the right-hand side of (1 6) is smaller than the trivial bound 2. If we now use
the crude estimate 200 < g(3 )f’ then, since v < 2, (1.11) implies the bound 2+,

which is better than the one in (1.6).
In the present paper, among other results, we show the following further im-
provement of (1.11) and (1.12).

Theorem 1.1. Let the function g be defined as in (1.8). Write

n d
_ 2 R 0K
oy = Zg 2p;)p; qu, mm{ 23/2)\ 2}, pr = Z;pj z;q],rmln{ N, 1}.
Jj= r=

(1.13)
If ap < 23%, then
2&1
F-G| €« ——nr—. 1.14
1P Gl € 55 (1.14)
Without any restrictions, we have
|F— G| <15.6 B1. (1.15)

Remark 1.2.

(a) Let us explain the bounds in Theorem 1.1 with the help of random vari-
ables. We assume the notation as given above. Furthermore, for j € n,
let X; = (Xj1,...,X;4) be d-dimensional independent Bernoulli random
vectors with P(X; = (0,...,0)) = 1—p; and P(X; =e,) = p;q;» forr € d.
Let T = (T1,...,Ty), where T, (r € d) are independent one-dimensional
Poisson Po()\,.) distributed random variables. Let P» and PT denote the
distribution of Sy, = (Sp.1,--+,n,4) = >_j_; X; and T, respectively. Then
F=P%, G=PT and

dpy (P, PT) <

,if g < dpv (PS5, PT) < 7.8 .

o1
1— 23/2 23/2’

(b) The structure of the term [ is better than that of Sy, since we always have
81 < Bp and there are examples in which S is significantly smaller than
Bo (see Example 2.5). In particular, (1.15) is always better than (1.12). It
should be mentioned that, if ¢; , = --- = gy, for all 7 € d, then A\, = ¢q; A
for all r € d and 5, = min{%, 1} Z?:1p§ = [p. Similarly, the structure
of ay is better than that of ag. However, «; is not always smaller than or
equal to ay, since a; contains an additional factor 2 in the second entry of
the minimum term.

(c) In practical applications, (1.14) often leads to smaller values than (1.15).
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(d) Generally, an inequality ||F — G|| < C d°B; with

n d
=Yy mn L 1)
j=1 r=1 "

and absolute constants C' € (0,00) and ¢ € [0,1) cannot hold, see the
remark after Corollary 1 in Roos (1998). Consequently, there is no hope of
a bound of order 3.

(e) In view of (1.8), we see that, if j € n and p; is small, then g(2p;) ~ 1.
Hence, if a; and max;e, p; are small, then

IIF — G| < chqu”mln{2§/jo)\ 2}

with ¢ & 2. In (1.15), the factor 15.6 cannot be replaced by a constant
smaller than 2, which follows from the remark after (1.1). Relation (1.4)
implies that (1.14) cannot generally hold when the factor 23% in the rep-
resentation of oy (see (1.13)) is replaced by a constant smaller than .
(f) All upper bounds in (1.1), (1.3), (1.5), (1.6), (1.7), (1.11), (1.12), (1.14)
and (1.15) remain valid, if, in the definition of F' and G, we generalize U,
to U, € F for r € d, which follows from the definition of the total variation
norm, see, e.g., Le Cam (1965, page 187) or Michel (1987, page 167).

The next proposition provides lower bounds in the multi-dimensional case.

Proposition 1.3. Let J C d, y; = >, ¢ 45, Pj = pjy; for all j € n and A=
> i_1Dj- Then

n

IF—c| > Hﬁ(do 550~ 80)) ~ Po(R)| > %min{%, Y ® )
j=1

Jj=1

In particular,

IF~Gl > zminf 1,1} > (117)
j=1
and

|F - G| > meaéc(mm{ }Z_: qu) (1.18)

The second inequality in (1.16) is taken from (1.1). In the case J = d, the first
lower bound in (1.16) is the same as the one in Deheuvels and Pfeifer (1988, Remark
2.5), who used a maximal coupling for a proof. The generalization with arbitrary
J C d is shown analogously. However, in order to keep the paper self-contained,
we give a further simple proof, which avoids the coupling method, see Section 4.2.
The bounds in (1.17) and (1.18) follow from (1.16) with J = d and J = {r} for
all » € d, respectively. Consequently, the lower bound in (1.1) still holds in the
multi-dimensional case. The bound in (1.18) is a slight improvement of the first
inequality in Corollary 1 of Roos (1998).
Let us compare the bounds in (1.15), (1.17) and (1.18).



344 B. Roos

Remark 1.4. (a) Suppose that, for all r € d, a,, b, € (0, 1] exist, such that a, <
gj,r < by for all j € n. Then mln{A7 1}Zj 1;02 > & with 77 = max,¢q Z—T
Here, the bounds in (1.15) and (1.17) differ at most by a constant multiple
of 1 Maq,y=-=gnr=0a,=0b forall r €d, then n=1. We note that,
in thls case, (1.18) is worse than (1.17).

(b) Assume now that ¢ € (0,1), k € [0,00), d = n, p; = %, ¢j,» = L1(;(r) for

all j,r € n.

Let us first assume that x = 1. Then (1.18) implies that ||[F — G|| >
% MaXje, p7 = é, whereas (1.15) gives | F—G|| < 15.6 Z?le? < 15.6%202.
Hence, in this case, (1.15) and ('l 18) have the same order as ¢ = 0. The
bound (1.17) gives |[F =G| > % mln{W, 13350 g2 , which is worse
than (1.18) as n — oo if ¢ is fixed. This together with (a) shows that the
bounds in (1.17) and (1.18) are not comparable in general.

Let us now consider the case kK = 0. Then (1.17) and (1.18) imply that
|F—G| > 1min{-1, 1}nc? and |F - G| > < respectively, whereas (1.15)
gives ||[F — G|| < 15. 6nc2 having a different order as n — oo if ¢ is fixed.

2. Main results

Theorem 2.1. Let d,n € N and £ € ny. For j €n andr € d, let

d n n
Dj, ¢ € [0,1] with qu =1and A\, = ijqj,r >0, A= ij, U, e F,

r=1 j=1

d n
1
Qj :ZQj,rUra Q:XZPij7 Rj :pj(Qj*CS()), Fj:50+Rj,
r=1 j=1
V}:Fjeiij(SO, F:HF]
j=1

For k € ng, let

My = Z HV], Hy, = My, exp(A(@Q — do))

JCn: |J|=kjeJ

and set Gy = Zi:o Hy.. Let the function g be defined as in (1.8). Write

o = Zg 2p; pJZq”mln{QS/Q)\ 2}

j=1 r=1
If ap < /2, then
+1
1 — Gyl < YO D gsnye_ei™ (2.1)
((+1)! 1-232a;

Remark 2.2. Consider the assumptions of Theorem 2.1. In order to give an al-
ternative formula for G, for the first few ¢ € ng, let I'y, = Z?zl ij for kK € N.
Then My = &g and, for k € n, Newton’s identity (see Bourbaki (1990, A.IV.70,
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Lemma 4)) gives

k
Z Y My Ty

w\)—‘

In particular, if n > 3,
1 1
My =T, My,= 5(rf -Ty), M= g(rﬁ’ — 30Ty + 2I'3)
and consequently
Go = exp(MQ — dp)), G1 = (0o +I'1)exp(MQ — do)),
1
Go = (50 + T+ 5 (0% - rz)) exp(MQ — ),

1
Gy = (0 +T1+ 5 (r2 Do) + ¢ (I = 3010 + 203) ) exp(A(Q — ).
We note that, in Roos (l(J‘)‘) formulas (10), (28)), the signed measure

((50 - = Z R2> exp(A(Q — dp)) (2.2)

as approximation of F was used. The corresponding total variation bound has a
somewhat complicated form and is of worse order than 32, the definition of which
can be found in (1.9). In comparison, our signed measure

1= (00+ Z e~ 80) ) exp(M(Q ~ b))

is slightly more complicated than (2.2), but gives a total variation bound of order a3.

In the following result, we present approximation bounds without a singularity as
n (2.1).

Theorem 2.3. Let the notation of Theorem 2.1 be valid. Let D] = 3.11 and
Dj = Dk(@)k for k € N\ {1}, where Dk is defined as in Corollary /.5 below (see

Table 2). Let hy(z) = ho(a) = S50,y Dya®, ha(w) = hoe(x) = 2+ Y4_, Dyat
for x € [0,00). Write

n d
2 - D
= ij qu7rm1n{ A 1}.
j=1 r=1
Without any restrictions, we have

|F — G| < e BT, (2.3)

where ¢y = hze(ff) and ¢ € (0,00) is the unique positive solution of the equation

hi(ze) = hz((IJ() In particular, we have ¢y < 15.6, ¢; < 113.0, ¢o < 633.8, c3 <
3204.8, ¢4 < 15945.6.

Remark 2.4. Theorem 1.1 is a direct consequence of Theorems 2.1 and 2.3 for £ = 0

Ezample 2.5. In order to compare the bounds in a numerical example, let us con-

sider the assumptions of Theorem 2.1, 2.3 with d = n = 1000 and p; ,, = Wfﬁ%,

pj = Zj«l:1pj,r and g;, = p;;f for j,r € n. This implies that 5y = 0.081578...,
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B1 =0.022183..., ag = 0.044626 ..., oy = 0.023037..., A =9.01..., maXje,p; =
0.009521.... Here ag and Sy are as in (1.9). Table 1 below shows that, in the
approximation of F' by Gg = exp(A(Q — dy)), the bound in (1.14) is the smallest
one. In the approximation of F' by the signed measure G, for ¢ € 4, we expect that
the accuracy increases as £ increases. Indeed, this is reflected in the bounds as well.
Furthermore, we see that here (2.1) is better than (2.3).

Table 1: Numerical comparison of the bounds in Example 2.5

Approximation by exp(A(Q — do)) | Approximation by signed meas. Gy, (¢ € 4)
number of formula upper bound | number of formula ¢ upper bound
(1.5) 0.163157 (2.1) 1 0.002782
(1.6) 81.3 (2.3) 1 0.055608
(1.7) 0.163157 (2.1) 2 0.000166
(1.11) 0.117843 (2.3) 2 0.006919
(1.12) 1.435779 (2.1) 3 0.000011
(1.14) 0.049286 (2.3) 3 0.000777
(1.15) 0.346060 (2.1) 4 6.24 x 1077
(2.3) 4 0.000086

We note that the value of the bound in (1.6) exceeds by far the trivial bound 2,
which however depends on the kind of example. The lower bounds in (1.17) and
(1.18) give 0.001292 and 1.60 x 107, respectively.

Remark 2.6. Let the notation of Theorems 2.1, 2.3 be valid and assume that there
exist pairwise disjoint sets Ai,..., Ay € A with U.(X\ 4,) = 0 for all r € d.
Let 14, : X — X be the indicator function of A,. Then, for j € n, f; =
Zf«l:1 %qjyrlAT is a Q-density of Q;, since, for B € A, we have

/deQ Z/ qﬂ ) Zqﬂr = Q;(B).

Furthermore, for ¢ € (0, 00),

qurmm{ qu Z/ X ~—¢j,» min qj\’ dQ /f]mm J;f }dQ,

such that
o = Zg 22 [ fymin{ i 2paq s =300 [ fmin{2 1} de.
j=1

The next result shows that Theorems 2.1 and 2.3 can be generalized using the
ideas of Remark 2.6. In fact, the Q;, (j € n) are now general probability measures
and the U, for r € d are no longer needed.

Corollary 2.7. Let n € N, £ € n,. Forj €n, let p; € (0,1], Q; € F, R; =
pj(Q; — o), Fj = 0o + Rj and V; = Fje~ ' —do. Set \=377_ p;, F=T[j_, F,
Q= % 2;21 pjQj. Forj € n, let f; be a Radon-Nikodym density of (); with respect
to Q, which exists since Q; K Q. For k € ngy, let

M= Y [IVe  Hie=Meexp(A(@ - b))

JCn:|J|=kj€J
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and set Gy = Zi:o Hy.. Let the function g be defined as in (1.8). Set
a—zn:(xﬂ f«minL2dQ E—Zn:Z f-minﬁldQ
1— g\4p; p_] J 23/2A’ ) 1— pj J )\a .
j=1 j=1
If a; < 23%, then
R+ ar'!
F -Gyl € 72( LY 2.4
The following bound is generally valid:
IF — Goll < ce BT, (2.5)
where the constant ¢y is the same as in Theorem 2.5.

Remark 2.8.

(a) Let us explain the bounds of Corollary 2.7 in the case £ = 0 with the help of
random variables. We assume the notation as in that corollary. Let {0} € A
and S,, = Z;;l X; be the sum of independent X-valued random variables
T = 22:1 Yin, where N,Y,,, (m € N) are independent random variables,
N is Z-valued and has Poisson distribution Po(\), whereas the X-valued
Y,, are identically distributed with distribution ). Then we have
51

(b) For £ =0, (2.4) and (2.5) are refinements of (10) and (11) in Roos (2007).

) Let the assumptions of Corollary 2.7 hold. Further suppose that Q; < u

dTv(PS PT) if ap < dTv(PS",PT) < 7851

23/27

for all j € n, where p is a o-finite measure on (X, A) Let f; be a Radon-
Nikodym density of @; with respect to p. Then f =5 ZJ 1pjf] is a p-

density of Q). For j € n, we get a Q-density of Q); by defining f;(x) = L 7((;’3))

for z € {f > 0} and fj(x) = 0 otherwise. This gives the possibility to
evaluate a; and 61 by using fJ for j € n, f and p. In fact,

U s 0 f

oy = E g(2p)p2/ f'mln =, 2 dﬂﬂ
=7 e {23/2/\f j

~ :Zp?/

j=1 {f>0}

fj mln{ )]3, 1} du.

If, for example, (X,+,A) = (R',+,B'), p = ! is the Lebesgue measure
on (R',B') and Q; is the exponential distribution with '-density f;(z) =
e %19 o0y (x) for € R, j € n, t; € (0,00), then we obtain

t eftjm

oy = g(2pl)p2-/ tje " min{ ,Q}d L)

,00)

and a similar formula for 51.
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3. Application in the Poisson point process approximation

Let (S, S) be a measurable space and X = X(5,S) be the set of all point measures
of the form y = >, ;ds,, where I C N and x; € S for all i € I. Further, let
A=oc((mp| B € S)) be the smallest o-algebra over X such that all the evaluation
maps g : X — ZyU{oc} =: Zy, i+ pu(B) for B € S are measurable with respect
to the power set 2%+ of Z, see e.g. Reiss (1993). The mapping s : X x X — X,
(1, v) = wu+ v is measurable with respect to A ® A and A. Indeed, for B € S
and k € Z, we have s~ (n5' ({k})) = Ujep, (5 ({7}) x 75" ({k — j})) € A® A
and s~ (75" ({00})) = (75" ({o0}) x X) U (X x 715" ({o0})) € A® A. Therefore,
s Y (15'(C)) € A® A for all C C Z,. Consequently, (X,+,A) is a measurable
Abelian semigroup, where the zero element is the zero measure 0.

Let n € N be fixed and N;, X;, X; &, Z;, (j € n, k € N) be independent random
variables, where the X, X are S-valued with distributions pPXi = PX-N“, the Z;
are Bernoulli random variables with P(Z; =1) =1 — P(Z; =0) = p; € (0,1] and
the N; are Poisson Po(p;) distributed. Suppose that, for all j € n, PX has a density
h with respect to a o-finite measure v on (S5,S). Set Q; = P‘SX7 for j € n and let
A= Z] 10y @ = %Z;'lzlijj» n= %ZglzlijXj and h = X Zj:lpjhj' Then
the point process £ = Z?:1 Z;0x, has distribution F' = H?Zl(éo—l—pj (Q;—00)). The
approximating G' = exp(A(Q — dp)) is the distribution of the Poisson point process
(= Z;-lzl ZQL dx,, with intensity measure E¢ = E{ = A with v-density M.

Proposition 3.1. Under the assumptions above, we have
a

dpy(PS,PY) < ——2o—, if & < dry(PS,PC) <785, (3.1)
1—23/2a,

23/2’

where

=Yt

J=1 {h>0}
and g is defined as in (1.8).

Remark 3.2. In the literature, there are two inequalities, which are comparable
with those of Proposition 3.1. The simple one is the Le Cam type bound

dry (P4, P <Y p) (3.2)

j=1

and is comparable to (1.5). A proof can, for example, be found in Matthes et al.
(1978, 1.11.2 on p. 81).

A more interesting bound is given in Theorem 2 of Barbour (1988), which reads
in our notation as

drv(PS, P%) < Z ple? (3.3)
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with ¢y = 3 + max{log(2),0} and

;= sup PX;€0) (j €n)
7 cesinoyso n(C) -
We note that the change of the notation is justified by Reiss (1993, Theorem 1.4.1,
p. 29). In fact, for j € n, Barbour’s term dy, (- N B) can be replaced with Z;0x;
where PZi = §y + P(Y; € B)(01 — &) and PXi = P(Y; € -|Y; € B).
For a comparison of the bounds in (3.2) and (3.3) with those of Proposition 3.1,
we note that

hj < @jﬁ v-almost everywhere for all j € n. (3.4)
. . = P(X;eC
Indeed, if € € S with §(C) > 0 then [, by dv = P(X; € C) = [ P2 hdr <
Jo ¢pjhdv; on the other hand, if n(C) = 0, then Jo hjdv = P(X; € C) =0 =
Jo <p]hd1/ Now, (3.4) follows from 3.17 in Hoffmann-Jorgensen (1994). Therefore,

f{h>0} Zdv < ¢ < <p?. Consequently, if X is large and the h; for j € n are not
too dlﬁerent, then the bounds in (3.1) are preferable to the ones in (3.2) and (3.3).

Further results in the Poisson process approximation can, for example, be found
in Barbour et al. (1992, Chapter 10) and Reiss (1993) and in the works cited there.

4. Proofs

4.1. Auziliary morm estimates. The proofs of the theorems require some upper
bounds of certain norm terms, which measure the smoothness of compound Poisson
distributions. In fact, in the simplest case terms like || (U —dg)* exp(A(U —dp))|| have
to be considered for U € F and k € N. For some properties of such norm terms,
see, e.g., Cekanavicius (1995), Roos (1999a, Proposition 4), Roos (2001, Lemma 3),
Cekanavicius and Roos (2006, Lemmata 3.4, 3.12) and the references cited therein.
In the following lemma, we present preliminary norm estimates, which will be used
in the proof of Lemma 4.4. A related bound can be found in Roos (2003, Lemma 2).

Lemmad4.1. Letd,k € N,p;,. € R forj € k andr € d, A = (A\1,...,\q) € (0,00)%.
Forr ed, letU. € F, W, = U, — dp. Set R; = ZlepjerT for j € k and
G= exp(E:f:1 A W,). Then, we have

(TTm)el < (X (3 I 2 ) ™ < vigT (25 )

Jj=1 redk Eeﬁk] 1

kS

Proof: We need some preparations. For j € N, m € Z and ¢t € [0,00), let
AJpo(m,t) = A= po(m — 1,t) — AI~tpo(m, t), A%po(m,t) = po(m,t). It is well-
known that Afpo(m,t) = & po(m,t) Ch(j,m,t), (j,m € Zy, t € (0,00)) (cf. Roos
(1999a)), where

Ch(j,z, ) = XJ: (i) (f) (=)=, (jeZ,, tx€R)

=0

1 xr— ]+1

denotes the Charlier polynomial of degree j and (‘f) = Hj 1 for i € Zy

and ¢ € R. Further, the Charlier polynomials are orthogonal Wlth respect to the
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Poisson distribution (see, e.g., Chihara, 1978, formula (1.14), page 4), that is
i po(m,t) Ch(i,m,t) Ch(j,m,t) = L1y (j Nilt',  (i,j € Zy, t € (0,00)). (4.2)
m=0
It is easily shown that, for j € Z, and r € d, we have
WY exp(A\ W) = i Alpo(m, \,.) U™,

m=0

For r € d* and s € d, let v (r) = Z?Zl 153 (r;) and set v(r) = (vi(r),...,vq(r)) €
72 . Clearly, [v(r)| = k. For r € d*, we obtain

d

. ﬁ (ﬁ W) 2 T w0

j=1 s=1 s=1

and similarly H?Zl Ar; = AU Therefore, letting po(m, A) = Hle po(m;, A for
m € Z%, we get

(T )e] = | 5 (TTa,) TT0v0 o)
Jj=1 redd j=1 s=1
| ([ 3 (Ot re)|
redk j=1 mezd  s=1
= Z po(m, A) Z Avl(r) (H pj,rJ) ﬁ Ch(vs(r), ms, \)U*) ‘
mezd. red® j=1 s=1
< 3 om0 iy (L) T 1m0

For j € kand r € d, set a;, = Pir. - Hence, using the Cauchy-Schwarz inequality,

we obtain A
k d
H(H )GH 2 po(m;A) (Z AT (Hp”1> [[cn (T)’mS’AS))Q
Jj=1 meZs. red® s=1
_ZZA'UT ﬁpJTJpJT7

redk red®

X H( Z po(ms, As)Ch(vs(r), m57)\S)Ch(vs(ﬂ,mS,)\s)).

s=1 ms=0
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The application of (4.2) now gives

k K J
H (1_[1 RJ)GH2 < Z Z A'U('r +U(~) (H p]ﬂ-jpj’r] ) H( l)\Uc(T’))
J= i1 it

redk redk: v(r)=v(7¥)

k
S omoy e

mEZi:|m\:k red*:v(r)=mredr:v(7)=

> ow( X Haj,rj)g.

mEZi:|m\:k redk:v(r)=mJj=1

For z € C%, we have

YOy ey oy

mGZi: |m|=k s€dF:v(s)=m sedP mEZi: m=uv(s)
k d k k!
= stv = ( g zs) = g — 2™,
’ m!
sedk j=1 s=1 mezZL: |m|=k

s€dF:v(s)=m

Consequently
k k 2
[(Ie)ef'< > m( ¥ o)
Jj=1 mez: |m|=k redf:v(r)=mJj=1
1 k
- )OO Tosr)
meLL: |m|=k s€d¥:v(s)=m redf:v(r)=v(s) J=1
1 u 2
= Z (v(s)! Z H aj,rj) .
sed® redk:v(r)=v(s) j=1

For m € Z% and r, s € d* with v(r) = v(s) = m, it easily follows from the definition
of v(r) that EZ@I; 16y (sec1)s -+ -5 Ser)) = m!. However, a more explicit proof is

as follows: Since the left-hand side clearly only depends on m, we obtain by using
(4.3) that

m!
Z 1 (Se1ys -5 Ser)) = il Z Z 1 (Se1)s -5 Se(r))

Lekh, redk:v(F)= meekk

Z Z L (seys -« Sew)) Z 1=ml.

: tekh, Fed®: v(F)=m ' ekt
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Hence, for s € d~,

k
v(s)! Z H Ujr, = Z
v(r)

redk:v(r)=v(s) j=1 redk:

1{ }(Sll)a-~-7 Ha’j’l‘J
(s) e

Yy
=

=2 ( > Loy (e, - sf(k») [T =22 H Qj,ses) -

tekk red*:v(r)=v(s) Jj=1 Lekk j=1

Using the Cauchy-Schwarz inequality again,

k
H (H B )GH Sk Z (Z H = ”“’) - % H(ajﬂ"anajv?“aj))

= k 7 k 1=
redk 1Zek Jj= Lekl, EEQ redk j=1
1 L 1/2 L. 1/2
<m 2 2 (X149 > 114
= k! %o Dz
ee&’;k&k redk j=1 redk j=1
d
1 1/2
=7 ; =k ]I(>
S H(( > Go) (2 @) =TT ).
ggkk Zekk Jj=1 Te)=1 re(j):1 j=1 r=1
which proves (4.1). O

Corollary 4.2. Under the assumptions of Lemma 4.1, we obtain, for k =1, resp.
k=2, that

Pl 1/2
|R1G||<(§ AT) , (4.4)
||R1R2G|| g <% Z (pl,rp2,s)\+>\pl,sp2r )1/2 \[H(Z p] r) ] (45)
(r,s)€d? res j=1 r=1 Ar

We note that (4.4) was shown in Roos (1999h, formula (18)), whereas (4.5) is a
generalization of one part of (19) of that paper. The next lemma is needed in the
proof of Lemma 4.4 below.

Lemma 4.3. Let k € N, m € Z3 with |m| < k. Then
(2ma + ma)! < ((2k)1)™/F((2k — 1))™=/CB),
where equality holds in the case k = 1.

) (eni+? ((2e=1)H*+  (20-1)!
Proof: For ¢ € N, we have (N (l+1) <1 and G = GleEh)T S 1.

Therefore (£1)*/¢ and ((2¢ — 1)))'/* are both increasing in £ € N. Hence we may
assume that my > 1 and |m| = k. Using that ¢! < £7! for £ € N, we get

((27711 + mg)!)2k - ma (2]6 — mg)' 2k—2ms (2]6 — mg)' m2
((2k))2m1((2k — 1))m= ((2k = m2)}) ( (2k)! ) ( (2k —1)! )
3 (2k’ _ m2)m2(2k—m2—1)
X (2k _ m2)m2(2k72m2)(2k _ m2)m2(m271)

which implies the assertion. (I

=1

)



Multivariate and compound Poisson approximation 353

Lemma 4.4. Let the assumptions of Lemma 4.1 hold and let p; = Zf:ﬂpjyr
j € k. Setcy = ((2k))V/) and ¢}, = ((2k — 1)1)Y/@0) . Then, for all u € [0, 1]*,
v,w € (0,00)F, we have

(T1)6] < T (e e mn{ 3L, 20 }),

where C; = max{cy + cﬁc%, (21 — uj) + cLujvj)w;} for j € k. In particular, for

u=0 and w; = G for j € k, we obtain

\!(HR2>G|! VETTT(D el minf 2221, 25,1).

j=1 r=1

We note that ¢ > 8, if k£ > 10.

Proof: We may assume that p; > 0 for all j € k; further, set

4
Ij:{red’LpJ’ <*pj}7 If =d\ I

W
3 pjr| 4
B Rl
rel; rel;
b =2 |pj.l = 7Z|pw { }
TGI? re[L

ij Wy = le p]r Ty R;/ = ij,’l"WTa
rel; ’I”GI;‘

Y; = 2(1 —u; )R} R} + (R})*.

In particular, we have

pirl 4
bj < 2pja a; —+ 7b = Z|pj 7«| Inln{|; | pj}7

.
r=1 J
IR\l < 2p; — by, |R}| < by, ||YjH < 2(1 —uy)(2p; — bj)bj + b7 < 4(1 — u;)p;b;.

Further, for Jy, Jo C k with JyNJo = 0, |J1| = my, |Jo| = ma, we have my +mo < k
and Lemmata 4.1 and 4.3 imply that

(T %) (I1 )] < vm (] ) 1 v

JEJ1 JEJ2

< (I (exa) IT chvay.

JjE€J1 JjEJ2
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Therefore
k k
()] -T2 )ef
=1 =1
=l > > > (ITwy)
meZ3: |m|<k J1Ck: [Ji|=m1 JaCk\J1: | J2|=m2 JE€J1
(Hewsm)( 11 v)e
JEJ2 JEE\(J1UJ2)
< Y ¥ > [(TLe?) (1T #)e)
mEZi:\m|§kJ1§E:|Jl|:m1JgQ@\le\Jﬂ:mg jE€J1 jE€J2
< (TTewlrm)  I1 vl
JjEJ2 JER\(J1UJ2)
<Y Y Y (M)
mEZi:\m|<kJ1§E:|J1|:m1 JoCk\J1:|J2|=mo jEJ1
X(H@C&Wx/@%)) IT @0 —upby),
JEJ2 JEE\(J1UJ2)
giving

k d
H (H R?)GH < H (Ckaj + 2¢,uj . /% biv; 4 4(1 — uj)pjbj).
j=1 j=1 J

Using that 2,/zy < x + y for z,y € [0,00), we obtain, for j € d,

a
Craj + 2¢iu; /ﬁb?vj +4(1 — uy;)p;b;

U
< (Ck + ¢j,—2L )ag + (2(1 = uy) + cujv;)2p;b;
J

S max{ck + C%UJ_7 (2(1 — uy) + chujvj)w; }<a7 + ﬁb )
j

lpjr| 4
=Cj Z\pﬂlmln{ /( uTij}a

r=1

which implies the assertion. ([l

Corollary 4.5. Under the assumptions of Lemma /./, we have

([T )cl < ook TT (St minf 5L )),

where w; =4, (j € k), if k €9, and the values of uj, v;, Dy are given in Table 2
below.
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Table 2: Explicit values of the constants Dy in Corollary 4.5

El 1 2 3 4] 5
u; || 05000 | 0.5000 | 05000 | 0.5000 0.4500
v; || 01708 | 0.2574 | 0.3589 | 0.4666 0.5192
Dy || 4342 | 10.784 | 21.721 | 40.687 74672
FT 6 T 7 ] & | 9 ] S0
u; | 0.3000 | 0.1996 | 0.1500 | 0.0500 0
v; || 04414 | 0.4099 | 05002 | 0.4560 I
Dy || 125.448 | 186.872 | 253.020 | 305.314 G

Lemma 4.6. Let d € N. For r € d, let p, € [0,1], A\ € (0,00) with A\ = py,
U. € F. We assume that p := Zlepr < 1. Let R = Ele (U — do), G =
exp(zr 1 AUy — 50)) Letuw € [0, 3], v,w € (0,00) and wy € (1 00) be the unique
solution of f(wo) = 2, where f(z) = xlog(1+ A7) —1 = fo —— dt forx € (1,00).
Then, letting C = max{(v2+ %)2, 4(1 — u) + 2uv},

(G0 + R)e™™ —80)G] < czpr minfuo{" pf.

In particular, if u = %, v = 0.47248 and w = 2, then C < 2.473 and wy < 1.256,
giving

1o+ R)e™ — 50)C| < 3. nzm min{ §*. p}.
Proof: We may assume that p, > 0 for all r € d. It is easily shown that

1
(60 + R)e™ 2 — 60)G = —/ tR? exp(—tR)G dt,
0

where the equality holds setwise. From Lemma 4.4, we obtain for ¢ € (0, 1) that

d
9 w . Dr 4
— < (O— - = 3
|R*exp(—tR)G| < C 5 }:1}7,, mln{ pu——— wp}

Consequently

1 d
-R _ < g . Dr é
(0o + R~ =Gl < 05 [0 pemind 3P b

w
<03 pmn{§r(2). o}

Let r € d. If ﬂf(A—) p, then f( ) < E = f(wp), giving % > wy, since f

is decreasing. Further, zf(z fo = t 7z dt is decreasing in = € (1,00), giving
wf( =) < g8 wof(wo) = wok. On the other hand, if p < f( =), then f(wo) =
2 < 1f( =) < flp —:) and so p— wo, which implies that p < wo=. Therefore,

in any case min{¥ f(p,. ), p} < mln{wo , p}. Together with the above, we obtain
the assertion. 0
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4.2. Remaining proofs.

Proof of the first inequality in Pmpositz’on 1.3: Let the notation of Remark 1.2(a)
be valid. Then P(ZTGJXM =1)=1-P3,c;Xjr =0) =pjforjecn
and Y ;A = = . Consequently Y oreySny and Y T, have the distributions
[1;-1(d0 +Pj(61 — do)) and Po()), respectively, and hence

IF =Gl =2 sup |P(S, € A) = P(T € A)|

Aczd
>2 swp |P(Y 8w, e B) - P(Y T e B)‘
BCZy reJ red

— | PEres Snr — pSoes T p; (81 — 80)) — Po(N)],

which implies the first inequality in Proposition 1.3. (I

Proof of Theorem 2.1: We first note that
j=1 j:l k=0

which implies that F' — Gy = ZZ:E-H Hj,. For j € n, we have V; = Fye i — §5 =

—@Rf. Hence, for k € ny,

Hy= (-1 3 (]‘[9 )(HRZ)exp @Q-00). (47

JCn:|J|=k je€J JjeJ

If k € n, J C n with |J| = k, then Lemma 4.4 with u = 0, w;, :%forjec]

implies that
|(TT 72) expr@ - 60))|| < V@RI ] (fquj,r min{ 2250 95/2p 1), (45)
jeJ jeJ r=1 r

since ((2k)!)/(2¥) > /2. On the other hand, for j € n, | R;|| < 2p; and therefore

o= = 2 32 Bt g <2 30 P I < ot 00

m=2

By (4.7), (4.8), (4.9) and the polynomial theorem, we derive for k € n,

< Y (Rl “)H(HRQ)@@ (M@~ 30

JCn:|J|=k je€J

<O S L (oonr S minf 4257

JCn:|J|=kje]

< @(ig@pj)p? qu‘,r min{qj\i7 25/2})k _ (2k)! (23/2 al)k-
j=1 r=1 r

=R k! 2k
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It is easily shown that Vk%],f) is decreasing in k € Z,. Consequently, i
then
(2k)!
IF — G|l < Z | Hyll < Z g (2P
k=0+1 k=e+1
20+ 1)) 93(6+1)/2 att
T4 1)2tt 1—23/2a;°
which proves (2.1). O

Proof of Theorem 2.3: We need a further bound for ||Hy||, (k € n) in terms of 5.
Lemma 4.6 gives

||H1||=Hi((5o+Rj ™ — 5) exp(AQ — 80)) )| < D

For k € n\ {1}, Corollary 4.5 and the polynomial theorem imply that

i< 3 (239 (I %) ewire - o)

Cn:|J|=k j€J

SDk(@)kkl Z H(ijq]rmm{ J.r 1}) éD;ﬂf.

JCn: |J|=kjeJ r=1

Hence

IF =Gl < > DBt =h(B)

k=0+1

and, alternatively,
[F = Gell < [IFI| + IGell < 2+Z||Hk|| 2+ZD B = ha(B).

By the definition of Dj, for k > 10, we know that hy(z) < oo for z € [0, = 7(37)- Fur-

ther, it is easily seen that 7 Ezg is increasing in x € [0, 9(12)) with limg1 /g(2) hzgg =

oo. Therefore, for all £ € n, there exists a unique z; € (0, 00) with hy(z¢) = ha(ze).

If fi < g then |F = Gol| < MEPBT < B = e 1 By > a,
4

then ||F — G| < hglgifi)ﬁfﬂ < BT, Hence, generally we have ||F — Gy|| <
1

Cgﬁerl. In particular, 2o € (0.128316, 0.128317), x; € (0.147522, 0.147523), =5 €
(0.189075, 0.189076), x5 € (0.215065, 0.215066), x4 € (0.226773, 0.226774), which
implies the remaining part of the assertion. (I

Proof of Corollary 2.7: The proof follows arguments very similar to those used in
the proofs of Theorems 1 and 2 in Roos (2007), where a comparable result was
shown, generalizing (1.11) and (1.12). The idea here is a standard approximation
procedure: In the first step, construct a new set of distributions Ql, cee Qn of the
form used in Theorems 2.1 and 2.3, such that all the norms ||Q; — Qj I, (j € n) are
small. This also leads to corresponding new (signed) measures F and Gy. In the
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second step, use the properties of the total variation distance to show that || F' — ﬁ||
and |Gy — G¢|| are both small. Finally, use Theorems 2.1 and 2.3 to estimate

|F — G¢|| and prove that the resulting bounds are close to the bounds in (2.4) and
(2.5). We omit the details. O

Proof of Proposition 5.1: Under the assumptions of Section 3, let 7 : § — X,
x + 8,. For arbitrary B € S, we then have 7 o7 = 1 and B = 7~ (75" ({1})),
and hence {T7!1(A)| A € A} = 8. In particular, 7 is S-A-measurable. Let u =
V™ be the image measure of v under 7 defined on (X, A4). For B € S, we have
{6,z € B} =n5'({1}) Owg\lB({O}) € A and p({d; |z € B}) = v(B). This shows
that, since v is o-finite, this holds for p as well. If A € A with u(A) = 0, then
v(r71(A4)) = 0, and in turn 0 = PXi(771(A)) = P((1 o X;)"1(4)) = Q;(A) and
hence Q; <« p for all j € n. Let E be a Radon-Nikodym density of Q); with respect
to p and set f = %E?Zl pjfj. As has been observed in Remark 2.8(c), for j € n,

fi = %l{f>0} is a Radon-Nikodym density of @); with respect to (). From the

above, we get that, for each B € S, a set A € A exists such that B = {7 € A} and
hence

/JBgOTdy:[Agdu:Qj<A>:pxj(B):/Bﬁjdy'

Therefore ]?] oT = Ej, fo 7 = h and fijoT = %1{%7”} = %1{ﬁ>0} v-almost
everywhere. The assertion now follows from Corollary 2.7 and Remark 2.8(c) using
that
Elzipi/ fjmin{f—jN, 1}(1#: n p?/ Ejmin{h—i,l}du
= >0 Af = o M
and a similar calculation for ar. O
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