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Delayed and rushed motions through time change
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Abstract. We introduce a definition of delayed and rushed processes in terms
of lifetimes of base processes and time-changed base processes. Then, we consider
time changes given by subordinators and their inverse processes. Our analysis shows
that, quite surprisingly, time-changing with inverse subordinators does not neces-
sarily imply delay of the base process. Moreover, time-changing with subordinators
does not necessarily imply rushed base process.

1. Introduction

Fractional and anomalous diffusions have a long history. The terms fractional
and anomalous have been considered with different meaning and in different con-
texts. By fractional diffusion we mean a diffusion in a medium with fractional
dimension (fractals, for instance) whereas, by anomalous diffusions, according to
the most significant literature, we refer to a motion whose mean squared displace-
ment is proportional to a power of time. The anomalous dynamics is considered
in many fields of research and many practical applications, for example in finance,
physics, ecology, biology, hydrology: the literature is huge, we mention here only
few works, for example, Clark (1973); Failla et al. (2004); Gabaix et al. (2003);

soldin (2006). Our aim is to pay exclusive attention to the probabilistic models
for anomalous dynamics.

The well-known theory of time-changed processes considers Markov and non-
Markov random times. As usual we refer to subordination if the random time
is Markovian. Subordinated processes are associated to subordinated semigroups
(in the sense of Bochuner for instance) and the generators can be represented by
considering the Phillips formula (not necessarily for the generator of a Markov
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process). Processes obtained through non-Markovian time changes can be con-
sidered in order to solve fractional Cauchy problems. In this case, in fact, time-
changed processes turn out to be non-Markovian and the fractional operators in
time are convolution operators with kernels associated with inverses of subordi-
nators. A mathematical approach has been introduced by Bazhlekova (2000) and
further investigations have been considered by many researchers (see, for example,
Kochubei (1989); Kolokol'tsov (2008); Meerschaert et al. (2009); Orsingher and
Beghin (2009)). Given a Markov process X with generator (A, D(A)) and the in-
verse L to a stable subordinator H of order o € (0,1), then u(t,z) = E,[f(XL,)]
solves

Ofu=Au, fe€ D(A)

where 0;* is the Caputo fractional derivative. Since the mean squared displacement
of the process X, is non linear in time (proportional to a power of time, t¢, with o <
1) we say that X, exhibits a subdiffusive behaviour. In the literature, such a process
has been also associated to a delayed process in the sense that the trajectories of L
may have plateaus. Since L is the new clock for X, then the process X, is usually
termed “delayed”.

On the other hand, if H is an a-stable subordinator, due to the fact that the
trajectories of H exhibit jumps, the subordinated process Xy may have jumps.
This should suggest that the process Xy runs faster than X. The generator of
Xp is the fractional power of —A given by —(—A)“®. Here we assume that —A is
a non-negative definite operator. We point out that non-local operators in space
may introduce non-local boundary conditions and non-local operators in time may
introduce fractional initial conditions.

Recently, new fractional operators in time have been introduced in Chen (2017);
Toaldo (2015). The probabilistic representation of the solutions to the associated
fractional Cauchy problems is still obtained through time changes. This class of
new fractional equations brings our attention to a new characterization of the corre-
sponding motions. Beside the anomalous behaviour of the time-changed processes,
interesting aspects are given by the comparison between the lifetimes of the base
processes and those of the time-changed processes. Surprisingly, our analysis reveals
that inverse processes are not necessarily related to delayed processes.

The aim of the present paper is therefore to investigate the underlying dynamics
for the time changes. We introduce a precise definition of delayed and rushed
processes and provide some examples which are, in some cases, counterintuitive.

2. Time changes and operators

In this section, we introduce the operators and the equations governing X and
Xy for general time changes H and L characterized by the symbol ®.

Let E be a locally compact, separable metric space and Ey = E U {0} be the
one-point compactification of E. Denote by B(FE) the o-field of the Borel sets in E
(Ba is the o-field in Ey). Let X = {(X¢)t>0, (Pz)zcr} with infinitesimal generator
(A,D(A)) be the continuous and symmetric Markov process on (E,B(F)) with
transition function p(¢,z, B) on [0,00) x E x B(E). The point 0 is the cemetery
point for X and a function f on E can be extended to Ey by setting f(9) = 0. The
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associated semigroup is uniquely defined by

Pf(z) = /E p(t, 2, dy)f(y) = Eulf (X)), f € Coo(E)

where E, denote the mean value with respect to P, with Xo = x € FE and Cy
is the set of continuous function C'(E) on E such that f(x) — 0 as z — 0. Let
E(u,v) = (v/—Au,/—Av) with domain D(€) = D(v/—A) be the Dirichlet form as-
sociated with (the non-positive definite, self-adjoint operator) A. Then X is equiv-
alent to an m-symmetric Hunt process whose Dirichlet form (£, D(€)) on L?(E,m)
is local (see the books Chen and Fukushima, 2012; Fukushima et al., 1994). With-
out restrictions we assume that the form is regular. Then, X is a continuous strong
Markov process (we say Feller diffusion).

We now introduce the Bernstein function
o0
®(N) = / (1-e?)I(dz), A>0 (2.1)
0

where II on (0,00) with [°(1 A 2)II(dz) < oo is the associated Lévy measure. We
also recall that
()

— = Ooe_Aziz z TI(z) = I((z, 0 .
= [ e T = (e ) (22)

and II is the so called tail of the Lévy measure. For details, see the book Bertoin
(1999). The symbol ® can be associated with the Laplace exponent of a subordi-
nator H, that is

Eolexp(—AH:)] = exp(—tP(N)).
We introduce the inverse process
Ly =inf{s >0 : Hs >t}
and define the time-changed process
XFi=Xp,, t>0
as the composition X o L and the time-changed process
X=Xy, t>0

as the composition X o H. We do not consider step-processes with II((0,00)) <
oo and therefore we focus only on strictly increasing subordinators with infinite
measures. Thus, the inverse process L turns out to be a continuous process with
non-decreasing paths. By definition, we also can write

Po(Ht < S) = Po(Ls > t), s,t > 0. (23)

Let M > 0 and w > 0. Let M,, be the set of (piecewise) continuous function on
[0,00) of exponential order w such that |u(t)] < Me™!. Denote by & the Laplace
transform of u. Then, we define the operator D : M,, + M,, such that

o)

/oo e MDPu(t) dt = D(\)u(\) — —ul0), A>w
0
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where ® is given in (2.1). Since u is exponentially bounded, the integral u is
absolutely convergent for A > w. By Lerch’s theorem the inverse Laplace transforms
u and DPu are uniquely defined. We note that
~ D(N) - D(N)
e(Nu(A) = —=u(0) = (M(X) = u(0)) —= (2.4)
and thus, D can be written as a convolution involving the ordinary derivative and
the inverse transform of (2.2) iff u € M, N C([0,00),R;) and ' € M,,. That is,

Pu(t) = tu’si — 8)ds.
DLu(t) / (s)T(t — s)d

By Young’s inequality we also observe that

/Ooo D7 ulPdt < (/Ooo Iu’lpdt) (&T& (I)(AA))p7 p € [1,00) (2.5)

where limy o ®(\)/A is finite only in some cases (Capitanclli and D’Ovidio, 2019).
We notice that when ®(A) = A (that is we deal with the ordinary derivative) we
have that H; = ¢t and L; = t a.s. and in (2.5) the equality holds. For explicit
representation of the operator D see also the recent works Chen (2017); Toaldo
(2015).

Remark 2.1. We notice that for ®(\) = M\, the symbol of a stable subordinator,
the operator D¢ becomes the Caputo fractional derivative

o _ 1 ! u'(s) s
o0 =15 [, g

with u/(s) = du/ds. A further example is given by the symbol ®(\) = A\2% + A8 for
B € (0,1/2), that is, DF becomes the telegraph fractional operator (D'Ovidio et al.,
2014). The case 8 = 1 is an interesting case of exponential velocity correlation.
If 7; is the telegraph process, then 7; = fOtVSds with Vi = Vo(=1)Ns where
N, s > 0 is an homogeneous Poisson process of rate A independent from Vj with
P(Vo = +¢) = P(Vh = —¢), ¢ > 0. The process on the real line is performed by a
random motion with finite speed c¢. The second moment is proportional to ¢ ¢2/\ for
large ¢ (Orsingher, 1990). For the first passage time 7, through the level a we have
that E.[7,] = oo (see Foong, 1992; Orsingher, 1990). This well accords with the
fact that 7; is a process with finite velocity, the process spends an infinite (mean)
amount of time in a set.

We now introduce the Phillips representation (Phillips, 1952)

—p(—A)f(x) = / T (Pof() — f(@))T(d2)

where ® has been given in (2.1). Let ¥ be the Fourier multiplier of A. Then

tA

the Fourier symbol of the semigroup P; = €' is written as ﬁt = e ', For a

well-defined function f, from (2.1) we have that

[ o= cat-mranar= ([ (=40 1)) o = ~eowie fie)

We also recall that composition of Bernstein functions is a Bernstein function.
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Remark 2.2. We note that if H is the stable subordinator with symbol ®(§) = £¢
and X is the Brownian motion with ¥(¢) = &2, the process X is the symmetric
stable process with symbol |£]?® driven by the fractional Laplacian

—B(—A) = —(-A)*, ae(0,1). (2.6)

3. Time-changed process X}
In this section we consider the time fractional equation
DPu = Au, ug = f € D(A). (3.1)

The probabilistic representation of the solution to (3.1) is written in terms of
the time-changed process X, that is

u(t,z) = By [f(X[F)] = Bu[f (" X[),t < ¢F] (3.2)

where (% is the lifetime of X%, the part process of *X¥ on E. The fact that L is
continuous implies that

E.[f("X}),t < CF =B, [f("X1,), L < (]

(see for example Meerschaert et al., 2009, Corollary 3.2 or Song and Vondracek,
2003, Section 2). Moreover, we have that

B, [f(*X5).t < ¢H] = / " Puf(@)Po(Ls € ds) = P} f(x) (3.3)

where P, f(z) = E;[f(X})] = E.[f(*X}),t < (] and ( is the lifetime of X, the part
process of *X on E. Then, for the time-changed processes we have that

PE1g(z) =P (t <¢H) =P (L; < () = /oo P.(s < O)Po(L; € ds). (3.4)
0

We notice that PF is not a semigroup (indeed the random time is not Markovian).
We also introduce the following A-potentials (A > 0)

maf) =B, | [T eNseea]. ke =B, | [T oo

The following result concerns the relation between the lifetime of the time-
changed process X with the lifetime of the random time H.

Theorem 3.1. Let & be the Bernstein function in (2.1). Let H be the subordinator
with symbol ®. We have

E,[¢("] =E.[H:], z€E. (3.5)
Proof: From (3.4)
0

E,[("] = lim RY1p(x) = /0 Pl1p(z)dt = / E,[L; <(]dt.  (3.6)
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Since

E.[L < (] :/O P> s)%PO(Lt < 5)ds

=P, (( > s)Po(Ls < s)

+/ Pz(c € dS)P()(Lt < S)
s=0 0

:/000 P.(¢ € ds)Py(L; < s),
from the relation (2.3),
E,[L, < (] = /Om P, (¢ € ds)Po(H, > 1) = B[t < H,].
Then,

/OO E,[L; < (] dt = /Oo P, (H > t)dt = E,[H].
0 0
0

Now we recall the following result given in Capitanelli and D’Ovidio (2019) (see
also Chen, 2017) that relates the lifetime of the time changed process X* with the
lifetime of the base process X.

Theorem 3.2. Let ® be the Bernstein function in (2.1). Let L be the inverse of
H with symbol ®. We have

B (") = tm "R, () (3.7

Proof: From (3.4) and (2.3), for the A-potential above we obtain
oo [ee] d
Ri1p(x) = / P (8<C)/ e_’\tgPo(HS > t)dtds
0
1
=3 / (s < C (1 —Eole M]) ds = XEI[l — e ?W) (3.8)

By considering (3.8) we have that, as A — 0,

_ . DN
RﬁllE(w) = XEm[l —€ C(I)(/\)] - (1)}% >\> E:r [C] = E:L’[CL] (39)
which is the mean lifetime of the time-changed process X®. O

4. Time-changed process X/

For the process X with generator (A, D(A)) introduced before and the inde-
pendent subordinator H with symbol (2.1), the process X1 = Xp,, t > 0 (the
composition X o H) can be considered in order to solve the equation

Ju
at
More precisely, the probabilistic representation of the solutions to (4.1) is given by

P/ f(x) = Eo[f(X[))] = Eu[f(Xm,)]

= —®(—A)u, wup=f € D®(—A)) C D(A). (4.1)
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and (see Song and Vondracek, 2003, Section 2 or Song and Vondracek, 2008, Sec-
tion 3 for a detailed discussion)

E.[f(X{)] = B [f(CX/),t < ¢

where ¢ is the lifetime of X, that is the part process of *X H on E. We recall
that the multiplicative functional M; = 1(;.¢#) characterizes uniquely the semi-
group PtH (see Blumenthal and Getoor, 1968, pag. 100, Proposition 1.9). We also
introduce the following A-potential (A > 0)

R{ f(z) = E, { / T e f(XtH)dt] .

We notice that if H is a stable subordinator with symbol ®(\) = A* and X is
a Brownian motion, then —(I’(—A) is the fractional Laplacian (see, for example,
D’Ovidio, 2014; Kwasnicki, 2017 for details and connections between fractional
Laplacians, subordinators and random walks continuous in time and space).

The next theorem relates the lifetime of the time-changed process X with the
lifetime of the random time L.

Theorem 4.1. Let ® be the Bernstein function (2.1). Let L be the inverse to a
subordinator H. We have that

E.[¢f] =E.[L], z€kE. (4.2)
Proof: We observe that, as A — 0,

R}\ ]-E *)/ / X S E)Po(Ht € dS)d

/ / 2(( > s)Po(H; € ds)dt = /OOOPw(g>Ht)dt

where
> d

P,(( > Hy) =/ P.(¢> s)£P0(Ht < s)ds

OOO

:/ P,(¢C €ds)Po(Ls >t) =Py(Lc > t)

0

and therefore
Rilp(x —>/ +(L¢ > t)dt = Ey[L¢).
Since
Ri1p(z) — E.[¢H], as A—=0

we obtain the result. O

Let us focus on the case ®(A) = A*. We first recall that L, the inverse to a
subordinator H, can be characterized as follows

Eolexp(—ALy)] = Eo (=A%), A>0 (4.3)
where, for a,~y > 0,

ZFakJ-ﬁ-’Y 220
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is the generalized Mittag-LefHler function. For v = 1, E, = E, ; which is the so
called Mittag-Leffler function.

The next theorem gives a precise characterization of the lifetime of X in terms
of the symbol .

Theorem 4.2. Let ®(\) = A\*. Let H be the subordinator with symbol ®. Then

E, [®
B, (" :ﬁm [2(C)] = lim @«;ipﬁii]

and

lim ®(s)P,(¢ > s) =0.

S—>00
Moreover, if
P,((>s)<e™™, for some w>0

then

1

E:I: [CH] S 7Ew[e’YC]7 Y <w

,Ya

Proof: We have that

(o)
PH1g(z) = / P.(s < ()Po(H; € ds) (4.4)
0
is a semigroup (the random time is Markovian) with the associated resolvent
oo
RI1p(2) =E, { / e Mig(xH )dt] , A>0. (4.5)
0
Since Po(H; < ) = [ h(t,s)ds where
oo oo d
/ e_’\th(t,s)dt:/ d —Po(H; < s5) 7/ e MPy(Lg > t)dt
0 0
d (1 1 > _, d (1 1
=—|-—-= Po(Ls = — | - — —E,(—As”
ds()\ )\/0 e Pol éEdt)) ds<>\ 3 Bal=As )>
and
diEa(—Asa) = - As"LE, o(—As%), (4.6)
s
we obtain
R}\H]_E(Jj) =E, |:/ 7)\t1E XH,: dt:| / / X S E Po(Ht € dS)d
0
:/ P.(5 < ()Epa(—As¥)s*1ds (4.7
0
1 [0
=1 Eall = Ea(=AQ))] (4.8)
Thus, from (4.8) we have that, as A — 0,
R{1p(z) = B, [¢"] (4.9)
where
1
E,[¢"] = 2 [(€)°]
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Moreover, due to the fact that ®(0) = 0, the Riemann-Liouville and the Caputo
derivatives of ® coincides. In particular,

I'l+a) _
[ a—o
PN ===\ =T 1).
Dxe() Nl4+a-—a) (@+1)
Passing to the limit in (4.7) we have that
1 S§=00
. H o @ «@
fim R 1e(e) gty (P> 9| +Bul(0))
and, from (4.9), it holds that
lim s*P,(¢ >s)=0
S— 00
and this concludes the first part of the proof.
Since we have that
R p(z) = / B (AP (C > s)ds (4.10)
0

= 5 o Eelg(©)]
g/o —EBaa(-As") ") ds, YA>0

for g increasing and positive, for g(s) = €7, under the assumption that
P,.((>s)<e @ for some w >0,

we obtain that, as A — 0,

1
Ri1g(2) < E,le’¢ —>—Ezevc, <w
{1p(0) < o Bale] > LB,
where we used (Haubold et al. (2011))
o 1
/ e V5 By o (—AsY)ds = .
0 Y+ A

O

Let us consider now the Dirichlet boundary condition on 0D for which the Brow-
nian motion X on D has lifetime ( = 7p, the first exit time from D. A Kkilled
subordinate Brownian motion on the bounded domain D C R? is associated with
the Dirichlet form on L?(D,dx) given by

[ [ o)~ u) s pizdy+ [ s @de, we (D)
DJD D

with the jumping measure J(z,y) = C(d,—2a)/2|z — y|~(@*2% and the killing
measure

" dy
K (Jf) = O(d, —20é) L W

(C(d, —2«) is a constant depending on d and « € (0,1)). In Song and Vondracek
(2003) the authors provide an interesting discussion comparing the killed subordi-
nate Brownian motion (with killing measure £*) with the subordinate killed Brow-
nian motion (in our notation X, H is a stable subordinator of order o € (0, 1)).
In particular, they show that such processes have comparable killing measures. De-
note by x(-) the killing measure of X/ where H has symbol ®(\) = A* and X is
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a killed Brownian motion on D C R?. Than, we have that (Song and Vondracek,
2003, Lemma 3.1)

K(z) = ﬁﬂ@[(g)*a], z € R

We notice that for the subordinate killed Brownian motion X on D C R¢ we have
that (by applying Theorem 4.2)
1
I'a+1)
We think that the previous theorem can be generalized for an arbitrary ®. In the
following proposition we generalize the Lemma 3.1 in Song and Vondracek (2003).

Ez[CH] = E.[(()], =€ R?

Proposition 4.3. Let X be the d—dimensional killed Brownian motion on D. Let
H be the subordinator with symbol ® defined in (2.1). Let ® be regularly varying at
+o0. If

lin(l) O(1/s)P,(( <s)=0 (4.11)
5—
then, the killing measure of X is written as

k(z) = E.[II(¢)], =€ R? (4.12)
where TI has been defined in (2.2).

Proof: We follows the proof of Lemma 3.1 given in Song and Vondracek (2003)
starting for the fact that

and
BIQ)) = [T P <) = = [ Puc < o))

where, in the integration by parts, we used Bertoin (1999, Proposition 1.5) and
(4.11). d

We now provide a further result obtained in a fruitful discussion with Prof. Zoran
Vondracek about the previous proposition. He noticed that for every subordinate
semigroup it holds that

k(z) = / (1 — P1(x))II(dt).
0
Thus, by exploiting the fact that 1 — P;1(z) = P, (¢ < t),

o0

K@) = [ Pulc <01 = [ Bl

and, by Fubini’s theorem,

w(z) = B, [ I 1<<>t>n<dt>] — B, [I1((¢. 00))] = B [TI(0)],

that is, we obtain (4.12) without any conditions about ®. Then, we state the
following result.
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Proposition 4.4. Let X be the d—dimensional killed Brownian motion on D. Let
H be the subordinator with symbol ® defined in (2.1). Let @ be regularly varying at
+00. Then

lim &(1/5)P,(¢ < 5) = 0.

Proof: From the previous proof we immediately see that (4.12) implies (4.11). The
observation by Prof. Vondracek says that

1i_I>réﬁ(s)Pm(C <s5)=0

for any Lévy measure II. Thus, from Bertoin (1999, Proposition 1.5) we obtain a
characterization in terms of the symbol ®. ([l

Remark 4.5. We observe that the results obtained in Section 2, Section 3 and
Section 4 still hold for the wide class of continuous Markov processes.

5. Delayed and Rushed anomalous diffusions

Normal and anomalous diffusions differ for the rate at which velocity correla-
tion decreases to zero. Normal diffusion occurs if the velocity correlation decreases
rapidly whereas anomalous diffusion is concerned with processes moving coherently
for long times with no (or not frequent) changes of direction. This can be asso-
ciated with the tail behaviour of the autocorrelation function: if the correlation
function decays exponentially, then there is normal diffusion, whereas if the cor-
relation function decays algebraically, then there is the possibility of anomalous
diffusion. Thus, anomalous diffusion should be related with non-Markovian dy-
namics. However, the definition commonly used is based on the second moment (or
mean square displacement) proportional to a power of time, say t7, for which we say
that the process exhibits a subdiffusive behaviour if v < 1 (long tailed distribution
in time) or a superdiffusive behaviour if v > 1 (long tailed distribution in space).
Some other characterizations have been also considered, for example ultra-slow and
strong anomalous diffusions. The ultra-slow diffusive behaviour is described by
a mean square displacement proportional to (logt)? (Sinai-like diffusion). Strong
anomalous diffusion has been investigated in the interesting paper Castiglione et al.
(1999). Throughout we dealt with anomalous diffusion just considering the anoma-
lous behaviour given by the second moment (or the mean square displacement).

Anomalous diffusions have been also considered in terms of the second moment
proportional to t%/% where d,, is the random walk dimension. This scaling be-
haviour occurs in a variety of circumstances and have been observed with expo-
nents 2/d,, smaller and larger than 1, that is the ordinary Brownian motion on
R?. For d,, > 2 we refer to the process as subdiffusive (charge carrier transport in
amorphous semiconductors, the motion of a bead in a polymer network, diffusion
on fractals, see for example Mosco, 2002). For d,, < 2 we refer to the process as
superdiffusive (diffusion of two particles in turbulent flows, diffusion of tracer par-
ticles in vortex arrays in a rotating flow, layered velocity fields).

We would like to recall that the non-linear diffusion equation

Oru = Au™ = div(mu™ ' Vu)



194 R. Capitanelli and M. D’Ovidio

gives rise to a diffusion called normal (if m = 1), slow (if m > 1), fast (if m < 1),
ultra-fast (if m < 0) depending on the diffusivity D(u) = mu™~! (see, for exam-
ple, Vazquez, 2017). In the present paper, we consider slow /fast diffusion meaning
subdiffusive/superdiffusive behaviour in the anomalous motion given by the mean
square displacement.

In this scenario, the main aspect to be analysed seems to be how the anomalous
behaviour modifies first passage times. More precisely, how does the time change
modify first passage times?

We start with the following definition given in Burdzy et al. (2006, formulas (1.1)
and (1.2)) for the Brownian motion.

Definition 5.1. Let £ C R? be an open connected set with finite volume. Let
B C E be a closed ball with non-zero radius. Let X be a reflected Brownian motion
on E and denote by T = inf{t > 0 : X; € B} the first hitting time of B by X.
We say that F is a trap domain for X if

sup E,[Tg] = .

el
Otherwise, we say that E is a non-trap domain for X.

In Definition 5.1, the random time T plays the role of lifetime for the Brown-
ian motion on E \ B reflected on JE \ B and killed on 9B. On the other hand,
E.[Tg] < oo for any z € E (Burdzy et al., 2006, Lemma 3.2). This aspect suggests
to pay particular attention on the boundary. A process may have an infinite lifetime
depending on the regularity of the boundary OF where it can be trapped.

Further on we denote by ¢ (possibly with some superscript) the lifetime of a
process X, that is for the process X; in F with Xg = z € E (denote by E° the
complement set of F),

¢:=inf{t >0 : X; € E°}.

Let T be a random time and denote by X” := X o T the process X time-changed
by T. It is well-known that X7 is Markovian only for a Markovian time change T,
otherwise from the Markov process X we obtain a non-Markov process X7T.

We introduce the following characterization of X introduced in Section 2 and
the time-changed process X7 in terms of the corresponding lifetimes. Denote by
¢T the lifetime of X7.

Definition 5.2. Let E C R<.

- We say that X is delayed by 7' if E,[¢T] > E,[(], Vx € E.
- We say that X is rushed by T if E,[(T] < E.[(], V2 € E.

Otherwise, we say that X runs with its velocity.

Remark 5.3. Let X be a Brownian motion. If X is killed on OF we notice that
E.[¢] < co. We underline the fact that if X is reflected on OF \ B and killed on
0B with B C E, we have that E;[(] < co only if F is non-trap for X. Apart from
smooth domains, examples of non-trap domains are given by snowflakes or more
in general scale irregular fractals as in figures 5.1 and 5.2 (see Capitanelli, 2010 for
details). Figures 5.1 and 5.2 are realizations of the random domain obtained by
choosing randomly the contraction factor step by step in the construction of the
pre-fractal.
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oo

F1GURE 5.1. Koch curves outside the square. We have Neumann
condition on JF \ B and Dirichlet condition on OB where B is
the Ball inside £. The domains are non-trap for the Brownian

motion.

FIGURE 5.2. Koch curves inside the square. We have Dirichlet
condition on the boundary OF. The domains are non-trap for the
Brownian motion.

We immediately see that, if X7 is a delayed process,
1
Po((>1) <Pu(C" > 1) < SE[C7],

whereas, if X7 is a rushed process,

o~ | =

P.(¢T >1t) <P,(¢C>1t) < -E.[C].

Remark 5.4. We observe that, from Theorem 3.2,
B, [(% - O)] = Bal(H — 0) = / (Bo[H,] — 5)P..(C € ds) = (#/(0) — DE.[(]

(which is negative/positive depending on ®’) whereas, from Theorem 4.1,

Eal(¢" = O) =Bul(Lc ~ O = [ (BolL] ~ 9)Pu(¢ € do).
0
There are explicit representations of Eg[L;] only in some case.

Some interesting consideration have been given in Gao et al. (2014) where analyt-
ical and numerical results on exit times for stable processes have been investigated.
The authors observed that the mean exit time depends on the domain size and the
index a. Some comparison has been given in terms of ay, s € [0, 1]. They argued
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that the mean exit time can help us to establish the dominant component between
the jump frequency or the the jump size.

6. Examples and Applications

In this section we consider some special examples for the time change T' which
are of interest in our analysis. We write f ~ g if f(z)/g(z) — 1 as z — co. We
denote by C' any positive constant appearing in the following examples.

Ezample 6.1. Let us consider ®(\) = A* with a € (0, 1).
i) By using the Laplace transform (4.3) of the density of L, we have that

—-A _ o )\to‘
5= S (1) = Bole ) = Ba-aee) = 3 {0
k>0 ’ k>0
from which
tOé
EolLi| = ————
0[ t] F(Oé + 1)

where we denoted by I'(z) = fooo e *s*"lds the gamma function. Thus,
for the standard Brownian motion X on R? we have that X7 is a diffusion

with
tOé
E.[(X 0 Ly)?] = Bo[Ly] = ———.
ii) Let us consider the killed Brownian motion X in F C R? with the first exit
time

g =inf{t >0: X, ¢ E}
such that E,[7g] < oo. From Theorem 3.2
00 = E;[¢"] > E,[(] = Eu[r5]

and we say that X in F is delayed by L. The asymptotic behaviour of
the delayed Brownian motion have been investigated also in the interesting
paper Magdziarz and Schilling (2015).

The time-changed process Xp,, t > 0 is usually termed delayed process in the
sense that the new clock L; is a process whose trajectories have plateaus. Actually,
X is delayed by L in the sense of Definition 5.2.

Ezample 6.2. Now we focus on the stable subordinator H with symbol ®(\) = A%,
€ (0,1). Let B, = {x € R? : |z| < r} be the ball of radius 7 > 0. Let X be a
Brownian motion on R?, d > 1.

i) First we recall that (see D’Ovidio (2010, formula (4.7)) for example)

Eo[(H:)Y] = MtW/a —0o <y < (6.1)

Then,
E.[(X o H;)?] = Eo[H,]

which is infinite. We should say that X' behaves like a superdiffusion.
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ii) Let us consider symmetric stable process of order 2«, then the mean exit
time from the ball B, is given by (see Bogdan et al., 2010, formula (24))

11 I(d/2)

= TarDardp ()" (62)

E;[75,]

Let us consider a Brownian motion X in R? with X, = = € B, killed on
0B,. Then X! is identical in law to a symmetry stable process of order 2.
That is, X is a subordinated killed Brownian motion (see the interesting
paper Kim et al., 2019). Let ¢¥ be the lifetime of X*. We have that
75, = ¢ almost surely. Let ¢ be the lifetime of the base process X.

For Xy = 0, that is, X is a Brownian motion on B, started at zero,
formula (6.2) says that

Eo[¢"] < Eo[¢] (6.3)
only if

1 T(1+4d/2)
r>2 (I‘(a-l— 1) T(a + d/2)

1/(2—2a)
) = p(a,d) = p > 0.

In particular, if d = 1, then formula (6.3) holds for r > €377 ~ 252 Va
where v = 0.577 is the Euler-Mascheroni constant. If d = 2, then formula
(6.3) holds for 7 > 2e!™7 ~ 3.05, V a.

Let us consider, for r > p, the annulus ¥ = B, \ B,- and the set B, =
By« UX where p* = /r2 — p?. For the Brownian motion X started at
r € B,., we obtain

E.[¢"] < E.[¢] Vz€B,
and
E,[¢("] > E,[¢(] Va €B,\B,-
that is, X on B, is rushed by H and X on X is delayed by H. Notice that,

as 7 — 00, X on R? is rushed by H.

Let us consider now the ball B, with r < p. For the Brownian motion
X started at x € B, we have that

E.[¢("] > E,[¢(] VzeB,
and X on B, is delayed by H.
Ezample 6.3. Let us consider ®(A) = A* and the exit time from (—o0,a) for a

Brownian motion X on the real line.

i) From (6.1), the mean square displacement of X o H is infinite. Further-
more, we immediately see that, for v € (0,«), the process X o (H)” is a
subdiffusion.

i) It is well known that (see Bhattacharya and Waymire, 2009, page 30)

la — x| _ (-2
e It

PI(T(—OO,CL) € dt) = \/m

dt, z<a (6.4)
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FIGURE 6.3. Mean exit times (6.2) from the set (ball) B, C R
with = 1 (first picture) and r = 3 (second picture). The dashed
line refers to av = 0.6 whereas the solid line refers to o = 1 (the
Brownian motion case). We have that p = 2.101. In the second
picture we have that p* = 2.1356 determines the set (annulus)
¥ = B; \ B, in which E,[¢¥] > E,[(], Vz € .

is the density of the exit time from (—o0,a) of a Brownian motion with
generator A. Formula (6.4) gives the density of a 1/2-stable subordinator
for which

I(1/2-a)
E, —00,a ‘=
(Moo = 54 T(1/2)

and is infinite for v > 1/2 (as stated also in (6.1)). Thus, for o < 1/2

la —z**, a<1/2

Ex[(T(—oo,a))a] < E:C[T(—oo,a)] = 00

This means that for the killed Brownian motion X; on E = (—o0, a), from
Theorem 4.1, we obtain for o < 1/2

_
Ia+1)
and we say that X is rushed by H (only if o < 1/2).

Ez[CH] = E.[(()?] < E;[(] = Ex[7x5]
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Ezample 6.4. (Sierpinski gasket) Consider ®(\) = A®. Let X the Brownian motion
on a Sierpinski gasket with walk dimension d,, = log(5)/log(2) ~ 2.32.

i) With formula (6.1) at hand, from Barlow and Perkins (1988, Corollary 1.6),
we know that there exists C' such that, V¢ > 0,

D(1 = 2/(@dw) oo,
BL(X o )Y = CE(H)? ") = { CFi-2idy) | Z?ia

From this we argue that, if H is of order a > 2/d,,, the Brownian motion on
the gasket time-changed by H, X/, maintains the subdiffusive behaviour.
On the other hand, the behaviour for « < 2/d,, may be related, roughly,
to a superdiffusive behaviour.

We notice that the previous argument applies for d,, > 2, that is for
Brownian motions on various fractal domains.
ii) Focus on the random time given by the inverse L of the stable process H.
We have that

E;[(X o L;)?] = CEo[(Ly)*/ %] ~ 2/,
Thus, V a, X} exhibits a subdiffusive behaviour.

Ezample 6.5. Let us focus on the symbol ®(\) = aln(1 4+ A\/b), a > 0, b > 0, that
is L is an inverse to a gamma subordinator H.

i) It is well-known that, for an inverse process L, there exist two positive
constants ¢y, ¢o such that (Bertoin, 1999)

1/B(1/t) < Bo[Ly] < ca/B(1/t). (6.5)

Than, for the symbol of a gamma subordinator it holds that
1 N\ a1
P(1/t)=-In|1+ — ~—— S .
(1/t) tn<+bt) o as t — 0o
Thus, the inverse L has the property

b
Eo[Li] ~C—t as t— oo
a

with a,b > 0. We have a process with natural diffusivity, that is
E.[(XoL;)? ~Ct, ast— cc.
ii) By considering the time-changed process X o L; we have that (see Theo-
rem 3.2)

a

E.["] = B

that is, if @ < b then X is rushed by L whereas, if a > b then X is delayed
by L.

Ezxample 6.6. Let us consider now the gamma subordinator H introduced in the
previous example.
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i) From
d _
Bo[Hi] = — (1 e “I’W) = 14'(0) (6.6)
A=0
we obtain
a
EO [Ht] = gt

with a,b > 0. We still have a process with natural diffusivity, that is
E.[(X o H))?|~Ct, ast— oco.
ii) For X o H , from Theorem 4.1 we have that
E,[¢"] = Eq[Lc]. (6.7)
We show that
E.[L¢] > Eq[(] (6.8)

and the base process X is delayed by the random time H only if a < b. For
the sake of simplicity we set b = 1. By using the explicit representation of
Eo[L;] given in Kumar et al., 2017, formula (21) we write

1 1

_1 1 1g = (7 e v
Balte) = Bl 5 = 1B | [ e

By considering the integral representation (Berg and Pedersen, 2011, pag
2130, Qi and Zhang, 2015, pag. 989)

11 1

=
In(l+2) =2 /1 (z +y)[(In(y — 1))* + =?]
and the fact that E,[e”#T1¢] < 1, Vy we get that

dy, ze€C\ (—o0,0] (6.9)

o efyC oS} 1
e ¢ )
B { /0 (1+y)[(Iny)* + WQ]dy} = /0 (1+y) [(Iny)? + 2] dy

From (6.9), we have

[ o= (ans 1) =2

and we obtain that
1

The inequality (6.8) follows only if @ < 1. Then, we say that X is delayed
by H.

Ezample 6.7. A further important example is given by ®(A) = (A + n)* — n® for
the relativistic stable subordinator H. The associated time operator D is usually
called tempered fractional derivative (Beghin, 2015). Tempered stable distribu-
tion is particularly attractive in modelling transition from the initial subdiffusive
character of motion to the standard diffusion for long times (for the applications of
tempered stable distributions see, for example, Jeon et al., 2011; Stanislavsky et al.,
2008). Let us consider the inverse L to the subordinator H and the time-changed
process X o L where X is the Brownian motion.
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i) From Proposition 3.1 in Kumar and Vellaisamy (2015), for large t,

E.[(X o L)% = Eo[L] ~ t

ana—l
and we have a natural diffusion.
ii) From Theorem 3.2 we get that
E.[¢"] = an® 'E.[(]

that is, if an®~! < 1 then the process X is rushed by L, whereas if an®~! >
1 then the process X is delayed by L.

Example 6.8. We now consider a further instructive example which does not com-
pletely fit the previous scenarios. More precisely, we deal with the one-dimensional
fractional Brownian motion B* whose density solves

ou=Ht"10u, t>0,zeR, He(0,1)

where H is the Hurst exponent. Although this process is not in the class introduced
in Section 2 we consider such a process because of the second moment E, [(B})?] =
2", We provide the following characterizations as in the previous analysis.

i) We have that
E,[(B™ o Hy)?] = Eo[(H)*™],  Eg[(B™ 0 L)*] = Eo[(L)*"].

Let L be an inverse to H with symbol ®(\) = aln(1 4+ A\/b). Then,

batl.atfl

—bx
—_ d
I'(at) ‘ v

Po(H, € dz) =

and, for large t,
1 T(at +7) a\"
o) = DD ey
ol(H)"] = 35 T (at) b
Using the relation Py(L; < z) = Po(H, > t) we obtain density and mo-
ments for L;. By following Kumar et al. (2017) we are able to obtain

< I'(147) b T(1+7)
At
Eo[(L)"]dt = ~——l
/0 ¢ Bol(Le) Nt = A AT @
from which we get the v-moment of the inverse gamma subordinator

Eo[(L)"] ~ <bt>7.

a

as A —0

Therefore, we have that, for large t,

b\ 27 o \2H
E.[(B" 0 L)% ~ (at) . E,[(B*o H,)? ~ (gt)
and the subordination leads to anomalous diffusion as well as the time
change by inverse subordinator.
ii) By generalizing the examples 6.5 and 6.6 we obtain
a
E,[("] = L Ea[(] (6.10)
where ( is the lifetime of B and ¢* is the lifetime of B o L. Notice that

formula (3.6) still holds if P; is not a semigroup (that is the case here for
B™). Thus, Theorem 3.1 leads to (6.10).
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In particular, for the (time-changed) process B* o L we can write the following
table
sub super natural
rushed [a <b, H<1/2|a<b H>1/2|H=1/2
delayed |a>b, H<1/2|a>bH>1/2 | H=1/2
The time change for the fractional Brownian motion has been recently considered

in Kumar et al. (2019). The authors considered the tempered stable subordinator
introduced in Example 6.7.
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