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Abstract. We study Markov processes conditioned so that their local time must
grow slower than a prescribed function. Building upon recent work on Brownian
motion with constrained local time in Benjamini and Berestycki (2011); Kolb and
Savov (2016), we study transience and recurrence for a broad class of Markov
processes.

In order to understand the local time, we determine the distribution of a non-
decreasing Lévy process (the inverse local time) conditioned to remain above a
given level which varies in time. We study a time-dependent region, in contrast to
previous works in which a process is conditioned to remain in a fixed region (e.g.
Denisov and Wachtel, 2015; Garbit, 2009), so we must study boundary crossing
probabilities for a family of curves, and thus obtain uniform asymptotics for such
a family.

Main results include necessary and sufficient conditions for transience or recur-
rence of the conditioned Markov process. We will explicitly determine the distri-
bution of the inverse local time for the conditioned process, and in the transient
case, we explicitly determine the law of the conditioned Markov process. In the
recurrent, case, we characterise the “entropic repulsion envelope” via necessary and
sufficient conditions.

1. Introduction

We study the asymptotic behaviour of a Markov process whose local time is
constrained to grow slower than f, an increasing function. The (right-continuous)
inverse of the local time process is a subordinator (a non-decreasing Lévy process),
so our study of the behaviour of the local time process is effectively equivalent to
studying a subordinator conditioned to grow faster than the inverse function f~'.
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This work is hence related to a number of works on stochastic processes condi-
tioned to remain in a certain fixed region, such as cones in Denisov and Wachtel
(2015); Garbit (2009), and Weyl chambers in Denisov and Wachtel (2010); Konig
and Schmid (2010). We highlight the fact that our subordinator is conditioned to
remain in a region which varies in time, whereas the aforementioned works consider
fixed regions, as appears to be the case for all works prior to Kolb and Savov (2016).

We emphasise that in constraining the local time of a Markov process, the extent
to which our constraint affects the process varies over time, depending on the past
behaviour of the process. This is a “weak” constraint, in constrast to “strong”
constraints such as conditioning a process to avoid a point, where the constraint
does not change (see e.g. Bertoin, 1992; Bogdan et al., 2003; Chaumont, 1996).
When our conditioned Markov process is recurrent, our constraint varies over all
time, whereas when our conditioned Markov process is transient, the constraint
varies for only a finite window of time. So our results, especially in the recurrent
case, offer a significant contrast to many prior works with a “strong” constraint.

Many works, e.g. Aurzada et al. (2015); Biskup and Louidor (2018); Wachtel
and Denisov (2016); Kerkhoff and Lerche (2013); Lerche (1986); Mallein (2016);
Potzelberger and Wang (2001), consider a time-dependent region, and the passage
time out of this region is studied. In this paper, we study the boundary crossing
probability for a family of curves and study the time at which this crossing occurs
(the function f~! forms our boundary of interest). We study these asymptotics,
uniformly, among a family of curves in Lemma 4.2 (in contrast to prior non-uniform
asymptotic results), and consider the deeper problem of determining the law of a
subordinator conditioned to remain in this time-dependent region. Our studies
are also similar, in spirit, to various other works on Brownian motion as Kolb and
Savov (2017); Roynette et al. (2006); Pitman (1975), Lévy processes Bertoin (1993);
Bogdan et al. (2003); Chaumont (1996); Panti (2017); Yano et al. (2009), and more
general diffusions as Cetin (2018); Roynette et al. (2008); Salminen and Vallois
(2009) with restricted path behaviour.

Specifically, this work is motivated by previous works on Brownian motion with
constrained local time, such as Benjamini and Berestycki (2011), in which a 1-
dimensional Brownian motion is conditioned so the local time at zero, (L:)>o,
satisfies Ly < f(t) for all ¢ > 0, for a given function f, and a sufficient condition
for transience of the conditioned Brownian motion is found.

In Kolb and Savov (2016), it is shown that the condition is necessary and suf-
ficient for transience of the conditioned Brownian motion, and the law of the con-
ditioned inverse local time process is explicitly determined in both the transient
and recurrent cases. In the transient case, an explicit formulation for the condi-
tioned Brownian motion is found, and in the recurrent case the “entropic repulsion
envelope” is found.

This paper builds upon Kolb and Savov (2016) in particular, providing analogous
results for a much broader class of processes than Brownian motion, with some mild
regularity conditions. It was conjectured in Kolb and Savov (2016, Remark 9) that
such analogous results hold when the inverse local time process has Lévy measure
with regularly varying tail, which we confirm in this paper. We extend beyond this
conjecture by including a much more general setting, see Assumption 3.5.

Constraining local time from above imposes weak repellence on a Markov pro-
cess. Many such processes are studied in works related to polymer physics, see e.g.
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Berger et al. (2018); Caravenna et al. (2012); van der Hofstad and Konig (2001);
van der Hofstad and Klenke (2001); Westwater (1980). Particularly important is
the transition between a localised phase, where the polymer remains close to a
point, and a delocalised phase, where it moves away.

The goal is often to understand when the transition occurs as underlying model
parameters vary, as in e.g. Bolthausen (2002); Berger et al. (2018); Caravenna
et al. (2012); den Hollander (1999); Hu et al. (2011). This motivates our study of
transience and recurrence of Markov processeses, transience and recurrence corre-
sponding to delocalised and localised phases, respectively.

Now we provide a brief exposition of the main result, before introducing some
key definitions.

Main Result. Starting with a recurrent Markov process, we constrain its local time
(L¢)¢>0 so that Ly < f(t) for all t. The following necessary and sufficient condition
tells us if the constraint is strong enough to change the process to become transient:

it is transient if
/ f(z)II(dx) < oo, (1.1)
1

and the process remains recurrent otherwise, where II(dz) denotes the Lévy measure
of the inverse local time subordinator. Our criterion (1.1) can also be understood
in terms of the rate of growth of the inverse local time (X;)s>0 as s — oo, since it
is known (Bertoin, 1996, Theorem I11.13) that

/ flz )< oo < lim L =0, almost surely.

s—oo [~ ( )
So the boundary choice of f, at which the conditioned process changes from recur-
rent to transient, coincides with the boundary at which X, grows to infinity faster
or slower than f~1(s).

The remainder of the paper is structured as follows: Section 2 provides key
definitions; Section 3 outlines the statements of the main results and the condi-
tions under which they hold, including the necessary and sufficient conditions for
transience /recurrence, the distribution of the conditioned process, and the charac-
terisation of the entropic repulsion envelope; Section 4 contains the proofs of the
main results; Sections 5 and 6 contain the proofs of 2 key lemmas required for the
main results; Section 7 contains the proofs of the remaining auxiliary lemmas.

2. Key Definitions

We shall provide some definitions, following conventions of Bertoin (1996, Chap-
ter IV).

Definition 2.1. A Markov process (My)¢>o, is a R?-valued stochastic process such
that for each (almost surely) finite stopping time T, under the conditional law
P (:|My = x) = P, (-), the shifted process (Ms471)s>0 is independent of F and has
the same as the law, P, as the process M started from x. Moreover, we impose that
M has right-continuous sample paths, My = 0, and that the origin is regular and
instantaneous. Regular means that for each (almost surely) finite stopping time 7', if
My =0, theninf {t > T : M; = 0} = T almost surely. Instantaneous means that for
each (almost surely) finite stopping time 7', if My = 0, then inf {t > T : M; # 0} =
T almost surely.



996 A. Barker

Definition 2.2. For a Markov process, and for an arbitrary choice of ¢ € (0, 00),
let I;(x) denote the length of the first excursion interval (away from zero) of length
Il >z >0, and define

P(a) := 1/P(l1(a) > ¢), O0<a<eg,
v P(li(c) > a), a > c.

Let gn(a) be the start time of the nth excursion of length [ > a > 0, and write
No(t) :=sup{n € N : g,(a) < t}. Then the local time process at zero, (L¢)¢>0, is
defined by L; := lim,_,0 N,(t)/P(a).

A subordinator is defined to be a non-decreasing real-valued stochastic process
with stationary independent increments, started from 0. The right continuous
inverse local time, defined by X; := inf{s > 0 : L, > t}, is a subordinator. The
jumps of (X;);>o correspond to excursions of (M;);>o away from zero.

The Laplace exponent ¢ of a subordinator X is defined by e~ = E[e=*¥1],
A > 0. By the Lévy-Khintchine formula (Bertoin, 1996, p72), ¢ can be written

d(N) = dA+/OOO(1 — e )(dx),

where d is the linear drift, and II is the Lévy measure, which determines the size
and rate of the jumps of X, and satisfies [~ (1 Az)II(dz) < co. We refer to Bertoin
(1996) for background on subordinators.

Next, we define some important classes of functions with which we shall work.

Definition 2.3 (Regular Variation and Related Properties).

(i) A function h : R — R is regularly varying at oo with index @ € R if for all
A > 0, we have lim;_,oc h(At)/h(t) = A*. We refer to Bingham et al. (1989)
for background on regular variation.

(ii) A function L : R — R is slowly varying at oo if lim;_, o L(At)/L(t) = 1 for each
A > 0. A function h, regularly varying at co of index «, can always be written
as h(z) = x*L(x), where L is slowly varying at oo, see Bingham et al. (1989).

(iii) The lower index, S(h), of a function h : R — R is the supremum of 8 € R for
which there exists C' > 0 so that for all A > 1, h(Az)/h(z) > (1 + o(1))CN?,
uniformly in A € [1,A], as © — oo, see Bingham et al. (1989, p68).

(iv) A function h is CRV at oo if limy_,1 lim¢—, o h(AE)/R(t) = 1. The class of CRV
functions lies between “extended regularly varying” functions and O-regularly
varying functions. See Djurci¢ (1998) for details.

(v) A function h : R — R is O-regularly varying at oo if for each A > 0, both
limsup,_, o h(At)/h(t) < oo and liminf; oo h(At)/h(t) > 0. See Djurcic
(1998) for further details.

3. Statements of Main Results

We aim to constrain the local time so that L; < f(¢) for all ¢ > 0, where
f:]0,00) — (0,00) is increasing, f(0) € (0,1), and lim; o f(¢) = co. This work
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concerns the behaviour of our process as t — oo, which is unaffected by the condition
on f(0). Before stating our main results, we define the regularity conditions under
which these results hold.

3.1. Regularity Conditions. We shall impose regularity conditions on the function
f, its inverse function g := f~1 (extended so that for x € [0, £(0)), g(z) = 0), and
the tail II(x) := II(z, o0) in two main cases of interest. Our conditions are imposed
on the inverse local time subordinator rather than directly on the Markov process.
Now let us define the main cases of interest for our results:

Assumption 3.1 (Case (i)). We impose on our subordinator that the drift is zero,
and the tail II(z) = II(z, 00) is regularly varying at oo with index —a € (—1,0),
so II(x) = 27“L(x) for L slowly varying at co. We further impose there exist
B, N > 0 such that the function z — 2™V L(z) is non-decreasing on (B, 00).

We impose that f(0) € (0,1), lim;_,o, f(t) = oo, f is differentiable, ¢tf'(¢)II(t) de-
creases to 0 ast — oo (so f is increasing), the inverse g := f~! satisfies lim; o g(t+
€)/g(t) =1 for all £ > 0, and there exists some value 3 > (1 + 2a)/(2a + a?) > 1

such that (0
=9 B
tli)r& tI1 (log(t)ﬁ) =0. (3.1)

Remark 3.2. Case (i) includes stable subordinators, and subordinators whose Lévy
measure has similarly well-behaved tail asymptotics. Thus the set of Markov pro-
cesses corresponding to case (i) includes Bessel processes, stable Lévy processes of
index a € (1,2), and other Markov processes with similarly well-behaved asymp-
totics. Case (ii) corresponds to a much broader class of processes.

Assumption 3.3 (Case (ia)). Under the assumptions of case (i), define “case (ia)” by
imposing f, f' are O-regularly varying at oo, the densities f;(z)dx := P(X; € dx)
and u(x)dx := T(dx) exist, u has bounded increase and bounded decrease (see
Bingham et al. (1989, p71) for precise definitions), and there exist constants a, xg €
(0,00), such that for all t € (0,00) and = > g(t) + o, where g = f~1,

fi(x) < atu(x). (3.2)
Remark 3.4. If TI is regularly varying at oo and the density f; exists, then (3.2)
holds for each fixed ¢t and @ > x(t), where z(¢) may depend on ¢t (see e.g. Yakymiv,
2002, Theorem 1). Here we further impose a bound on z(t), so that (3.2) holds
uniformly among sufficiently many x and ¢ for us to prove Theorem 3.18. For
a stable subordinator of index a € (0, 1), the density f; exists (see Bertoin, 1996,
p227) and (3.2) holds (see Corollary 3.19), so case (ia) includes stable subordinators.

Assumption 3.5 (Case (ii)). We impose on our subordinator that the drift is zero,
and the tail function IT(z) = II(z, o) is CRV at oo, with lower index B(II) > —1.
We impose that f(0) € (0,1), for f increasing, and that there exists ¢ > 0 such
that for g := f~1,

lim t'TTI (g(t)) = 0. (3.3)

t—o0

Remark 3.6. In Assumption 3.5, we impose B(IT) > —1, which is equivalent to
imposing that the function fow TI(y)dy has positive increase as z — oo. This has
many equivalent formulations Bertoin (1996, Ex. IIL.7), Bingham et al. (1989,
Section 2.1), and appears naturally in a range of contexts Barker (2019, p2), Bertoin
(1996, p87).
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Now let us introduce some notation required to formulate our results. Recall that
f :]0,00) — (0,00) is increasing, f(0) € (0,1), and g := f~! is the inverse of f,
where we take g(x) = 0 for = € [0, f(0)). The event O, corresponds to bounding
the inverse local time until time u (or equivalently, bounding the local time until
time g(u)). We will study the asymptotics of P(O,) as u — oo, and those of the
integral ®(s) of this probability.

O, ={Xs>9(s),V0<s<u}, (3.4)

D(s) = /OS P(O,)du. (3.5)

We also study the event O, for the process X(®% with truncated Lévy measure
(dz)1{ze(0,0)}5

Oy x0.0) 1= {Xgo,a) >9(s),V0<s< u} . (3.6)

The time of our subordinator’s first jump of size larger than > 0, or in the interval
(a,b) for b > a > 0, are respectively denoted by

A7 =inf{t>0: X — X >z}, (3.7
AP = inf{t > 0: X, — X,_ € (a,b)}. (3.8)

In Proposition 3.10 and Proposition 3.15, we determine that I(f) < oo is a necessary
and sufficient condition for transience of the conditioned process, where

1= [ " f(e)(dn). (3.9)

Remark 3.7. The necessary and sufficient condition I(f) < oo arises naturally in
a number of contexts, including rate of growth of subordinators (Bertoin, 1996,
Theorem II1.13) and spectrally negative Lévy processes (Pardo, 2008, Theorem 3).

For h < t, by the stationary independent increments property, {X; > g(¢)| X, =
y} is effectively equivalent to {X;_p, > g(t) —y} = {Xi—n > g((t — h) + h) — y},
in terms of probability. The new boundary for X to stay above is given by gg('),

h
with Op, @Z (s) corresponding to O, ®(s), where

gu(t) :=g(t+h)—y, (3.10)
(’)Zg ={X; > gﬁ(s)ﬁ’ 0 <s<u}, (3.11)
hs)i= [ PO%)du. .
Dy (s) /0 P(O.")d (3.12)
The functions p(-), p}(-) are error terms in the upcoming ODEs (3.16) and (3.17).
plt) 1= gt a0 (3.13)
b0 = Sty T (0). (3.14)
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The law of our conditioned process will be found by taking limits. Recalling the
notation (3.4) and (3.11), for the measure Q(-) := lim;_, o P(-]Oy), for all B;, C
Oy, By, € Fp,, where (F,)u>0 is the natural filtration of X,

Q(Xn € dy; By) : = lim P (X, € dy; By|Oy)
_ P (O Xy € dy; Br) P (X, € dy; By)
= 11m
t—o0 P(Ot)

P(O%
=P (X}, € dy; Br) tll>rgo ];((;t)h) (3.15)

We shall see in Theorems 3.8 and 3.14 that the limit in (3.15) exists and is finite.
In order to understand the behaviour of X under Q, we study the probabilities

h
P(O}") and P(O;) as t — co. Corollary 4.4 relates the asymptotics of P(O;) to
h
®(t), and P(O}") to ®!(t). We obtain the ODEs

P(O) = S0(1) = ((g(1) + (1)) (1), (3.16)
POF) = Sal(t) = (T} (1) + (1)) B(1). (3.17)

These ODEs are easily solved, yielding (for B > 0 as in Assumption 3.1) the
expressions

O(t) = (1) exp </1 TI(g(s))ds +/1 p(s)ds) , (3.18)
%m=%m@mm<4@m@@m+4@@@w) (3.19)
toly) == f(Ay)V F(1+2/A), A>3V (B—1). (3.20)

The error terms p(-) and p/t(-) are later shown to be integrable (the latter uniformly
in y and h), which is key for determining the distribution of our conditioned process.
The required bound for p(-) is given in Remark 4.5, and we provide a uniform bound
for pZ() in Lemma 4.2, proven in Section 5.

3.2. Results in the I(f) < oo Case. We shall see in Theorem 3.12 that when I(f) <
00, any possible weak limit of our conditioned process M is transient. Theorem 3.8
finds the distribution of the process X in this case.

Theorem 3.8. With assumptions on f and I in case (i) or case (ii), if I(f) < oo,
then the measure Q(+) := limy_, oo P(:|O}) exists for the space D[0, 00), to which X
belongs, of cadlag paths on [0,00), in the sense that for all h > 0, y > g(h), for all
B, C Oy, By, € F,, where (Fy)y>0 is the natural filtration of X,

@} (00)

X, € dy; B) = =2
Q( h € Y; h) q)(OO)
where ®(00) < o0, @Z(oo) < 00. Define, independently of M or X, the random
variable € by

]P)(Xh S dy;Bh) s

P(Os)
B(c0) ds,

P(C e ds):= 5 >0, (3.21)
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which ezists since ®(00) < 0o. Then for all h > 0, Q(X), < 00) =P(€ > h).

Remark 3.9. Since Q(X} < o0) = P(€ > h) for all h > 0, X under Q is finite
until a random time, which we denote by T, and which has the same distribution
under Q as € under P. In particular, Q(Ts € ds) = P(€ € ds) for all s > 0.
In Theorem 3.12, we will show that under any possible weak limit measure, the
process M never returns to 0 after time X7 __ = limg7 X.

We shall now determine the behaviour of the conditioned Markov process M until
its first excursion longer than ¢(¢), and the time at which this excursion occurs.
Describing the behaviour until the first excursion longer than g¢(t), as t — oo, in
fact gives full knowledge of how M behaves under Q until the time of its final,
infinite excursion. We verify in Proposition 3.11 that M is transient under Q by
showing that the process M never returns to 0 after the start of this final excursion.
Remark 3.13 considers the behaviour after this time.

Proposition 3.10. In cases (i) and (ii), ((X")Af(”>u207 Aéf(t))’t > 0 under P(-|Oy)
converges as t — 0o, in the sense that there exists a unique limit measure Q'(), on
the space D[0,00) x (0,00), such that for all y > g(x), t > b > a > x > 0, with
a,b,z,y fired, and for all events Bx € Fy, where (Fy,)u>0 is the natural filtration

of X, such that Bx C O, for € as in (3.21),

b
lim P(X, € dy: Bx: A" € (a,b)|0t)=/a P(X; €dy; Bx|O:)P(C € ds) (3.22)

= Q' (X, € dy; Bx; T, € (a,b)),
for the explosion time T' defined under Q' as Tw, is defined under Q in Remark 5.9.
The projection of Q' onto (0,00) agrees with Q in the sense that Q' (T, € ds) =
Q(Tw €ds)=P(Ceds).

We shall now determine the behaviour of the conditioned process M until a time
corresponding to the point at which X becomes infinite. Theorem 3.12 and Re-
mark 3.13 consider the behaviour after this time. Proposition 3.11 requires some
understanding of excursion theory of Markov processes. For background on excur-
sion theory, we direct the reader to Bertoin (1996, Chapter IV).

Proposition 3.11. In cases (i) and (i), if I(f) < oo then there exists a mea-
sure Q" (-) on the product space of the space containing the excursion process with
D[0,00) x (0,00), such that for all fixed b > a > h > 0, and for B C Oy,
B € Fy, where F denotes the natural filtration of X, with Fy a bounded con-
tinuous functional on the excursion process (€5)s>o0 of M, defining the operator
Th((Zw)u>0) = (Zu)n>u>0, and letting Fy satisfy F1((g5)s>0) = Fi(mn((€5)s>0))),
so Fy1 depends only on the excursion process of M up to time h, we have

tliglo E [ Fi(mn((gs)s>0)) L (x)eBY L {A90 ¢(0,0)) | Ot}
~[ [ E[RE(E)eme) = ) @ (m(X) € dn T € du
veB Jue(a,b)

=: Egv [F1(mh((€5)520)) Limn(x)eB} Lirrc(an)}] »
where T2 is the explosion time under the measure Q”(-), and the projection of
Q"(:) onto D[0,00) x (0,00) agrees with Q'(-). In particular, with the notation
A = A‘f(t), (M) xa_>t>0, (Xs)a>s>0,A) under P(-|O,) converges weakly as t —
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00 to (My)x,, >t>0,(Xs)oo>s>0,To) under Q"(-). The behaviour of M under
Q"(-) before time Xt has the same distribution as the following construction,
expressed in terms of the original measure P as follows: sampling the random time
¢ = s under P(-), we run X conditioned on Oy until time s, take X,, = oo for
all w > s, then construct M via its excursions using (Xy)oosu>0 to determine the
timing and length of each excursion, where we sample each excursion of M until
time Xs_ using the excursion measure conditional on the given excursion length.

Theorem 3.12. In cases (i) and (ii), if I(f) < oo then M is transient under any
possible weak limit of the measure P(-|Oy) as t — oo.

Remark 3.13. While the last excursion of the Markov process M is not dealt with
explicitly here, the behaviour of M from time X¢_ onwards should be the same as
that of M conditioned to avoid zero. Proving this requires existence of the limit
as g(t) — oo of the excursion measure conditioned on the length (lifetime) of an
excursion being longer than ¢(t), which is beyond the scope of this work. This is
verified in the simple, single case where M is a 1-dimensional Brownian motion
in Kolb and Savov (2016, p8). When M is a Lévy process, the behaviour of the
process conditioned to avoid zero is well understood, see Panti (2017, Theorem
8). There is some technical difficulty in applying results from Panti (2017) to our
final excursion. The measures Q,Q’, Q" are constructed by conditioning until a
deterministic time ¢ — oo, but in Panti (2017), the measure is constructed by
conditioning until an independent exponential random time with parameter ¢ — 0.
Equivalence of such deterministic and random limits is a separate matter, beyond
the scope of this work.

3.3. Results in the I(f) = oo Case. We now restrict our attention to case (i). We
will see that when I(f) = oo, our conditioned Markov process is recurrent. Theo-
rem 3.14 finds the distribution of the conditioned inverse local time subordinator
in this case.

Theorem 3.14. In case (i), if I(f) = oo, then the law Q(-) = lims— oo P(:|O4)
exists for the process X in the sense that for all h > 0 and y > g(h), for all h > 0,
y > g(h), for all By, C Oy, By, € Fp,, where (Fy,)u>o0 is the natural filtration of X,

h
PO,
Q (X € dy; Bp) = lim WP(Xh € dy; Br)
=: qn(y)P (Xp € dy; Br), (3.23)
where qn(y) is finite, non-decreasing in y, and satisfies

h %)
qum—@ﬁﬁf”mp(L@ﬁm@@»—nw@»+@@»m

[WM$@A%MH@@MQ,

to(y) == f(Ay) vV f(1+2/4), A>3V (B-1),
for B > 0 as in Assumption 5.1, and where each integral is finite. In the case
that to(y) < 1, the final integral should be interpreted as —ffo(y) T(g(s))ds =

Jon iy T(a(s))ds.
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We now verify that when I(f) = oo, M is recurrent under the new measure Q" (-),
as X never hits infinity at a finite time, Q-almost surely, and then M under Q" (+)
is constructed from its excursion process and X.

Proposition 3.15. In case (i), if I(f) = oo, then for each h > 0,

Q(Xn € (g(h),00)) = L.

Proposition 3.16. In case (i), if I(f) = oo, then there exists a measure Q"(-)
on the product space of the space containing the excursion process with the space
DI[0,00) of cadlag paths on [0,00), such that for all fited h > 0, and for B C
O, B € Fn, where F denotes the natural filtration of X, let Fy be a bounded
continuous functional on the excursion process (€5)s>0 of M, defining the operator
Th((Zu)uz0) = (Zu)hzuz0, with Fy such that Fi((5)s>0) = F1(ma((€5)s20))),

lim E[ Fi(m((55)s20)) Lim,x)eny | Or ] (3.24)

- / BB m((E)ezo)) () = 1] Q ma(X) € )

=: Egv [Fi(mh((€5)s20)) Lir,(x)eB}] >

where the projection of Q' (+) onto D[0,00) agrees with Q(-) = limy—, oo P(-|O). In
particular, as t — 00, (Mt)oost>0, (Xs)oo>s>0) under P(-|O) converges weakly to
((My) so>130, (Xs)oos>s>0) under Q'(-). We construct M wia its excursions using
(Xu)oosu>0 to determine the timing and length of each excursion, where we sample
the excursions of M wusing the excursion measure conditional on each excursion
length. Moreover, M wisits 0 at arbitrarily large times, so M is recurrent under

Q//(') .
Now we shall determine the entropic repulsion envelope through Theorem 3.18.

Definition 3.17. A non-decreasing function w, with lim_, w(h) = oo, is in the
entropic repulsion envelope R, (for the function g = f~1) if
hlim Q" (X >w(h)g(h)) = 1. (3.25)
— 00

Theorem 3.18. In case (ia), a necessary and sufficient condition for non-
decreasing w, for whichlimy,_,o w(h) = 0o, to be in Ry (for the functiong = f~') is

fw(h)g(h))
we Ry < lim II(g(s))ds = 0.
h—o0 h
As a result, one can verify that the entropic repulsion envelope is always non-empty
in case (ia), by finding suitable w. We illustrate the generality of Theorem 3.18 via
the following corollary, expanding upon Kolb and Savov (2016, Theorem 4).

Corollary 3.19. In case (i), with f, f' O-reqularly varying at oo, for a stable sub-

ordinator of index « € (0, 1), a necessary and sufficient condition for non-decreasing
1

w, with limy, o w(h) = oo, to be in Ry, for g = f~' is
F(w(h)g(h))

we R, <= lim g(s)"%ds = 0.
h—oo Jp
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4. Proofs of Main Results

This section contains the proofs of the results stated in Section 3. First we state
Lemmas 4.2 and 4.3, which are proven in Sections 5 and 7, respectively.

Definition 4.1. In this paper we use the following asymptotic notation:
f(z) ~g(z) as x — oo if lim, o f(z)/g(x) = 1.
f(z) < g(z) if there exists C' € (0,00) such that for all large enough =z, f(z) <
Cy(z).
Moreover, we write f(z) 2 g(x) if g(z) < f(x), and
7(x) = () if both f(2) 2 g(x) and F(z) S g(z).
Lemma 4.2. In cases (i) and (ii), there exists a function u(t) with lim;_, u(t) =

0, and there exists € > 0 such that for all A > 3, uniformly in h > 0, y > g(h), and
t > to(y) as defined in (3.20),

. 1 1
40 % e (14 =) -y
i) < uae) (14— )
The inequalities (4.1) and (4.2) also hold when y = h =0, for t > to(0) > 0, with
p(t) in place of pl(t).

Lemma 4.3. In cases (i) and (ii), for the function p as defined in (3.13), p(t) =
o(I(g(t)) as t — oo, and moreover, [~ p(s)ds > —oo.

(4.2)

Corollary 4.4 follows immediately from Lemmas 4.2 and 4.3.
Corollary 4.4. In cases (i) and (ii), as t — oo,
P (O) = (T(g(t)) + p(t) D(t) = (1 + o(1)) TI(g(t))B(?).

Remark 4.5. Taking y = h = 0 in (4.1), it follows that [~ p(s)ds < co. Then as
J1° p(s)ds > —oo by Lemma 4.3, it follows immediately from (3.18) that as t — oo,

o(t) = a(1)exp | ([(g(s)) + plots) = [ t My)is).  (43)

4.1. Proofs in the I(f) < co Case.

4.1.1. Proof of Theorem 5.8.
Proof of Theorem 3.8: First, let us verify that ®(co) < co. Recalling that g := f~1,

we have
1) = [ s = | " gttt

:/Ooo /1:@) H(d:c)dy=/0 (1 V g(y))dy.

Now, recall from (3.18) that

(4.4)
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By Corollary 4.4, as s — oo, p(s) = o(Il(g(s))). Then by (4.4), since I(f) < oo,

/IOO T(g(s))ds + /100 p(s)ds < /100 Ti(g(s))ds < oo,

so ®(00) < oo. Now, [~ p(s)ds > —oo by Lemma 4.3, and hence
I(f) < 0 <= P(0) < 0. (4.5)
To show ®/(00) < oo, with #o(y) as defined in (3.20), recall that by (3.19),

@y (00) = @y (to(y)) exp (/ (g (s))ds +/ PZ(S)d8> :
to(y) to(y)
Now, observe that for each fixed y,h > 0, g(s) ~ gl(s) as s — oo, by (3.10) and
the properties of g introduced in Assumption 3.1, so II(g(s)) ~ II(g} (s)) as s — oo,
since IT is CRV at oco. Now, applying (4.2) and (4.4), since y and h are fixed and
y > g(h) implies f(y) —h > 0, noting s > to(y) ensures gZ(s) > 0, we get

| mgonas+ [ hioas = (1 o) [ mgtnas < o,

o(y) to(y) o(y)

so ®l(00) < oo. By (3.15) and Corollary 4.4, since I(g(t)) ~ II(g)(t — h)) as
t — oo,

QX € dy; By) "= P (X, € dy; By) Jim Iff?g’;)
"y h(t— h))®I(t — h
= P(X, € dy; By) lim (gy%(g(t;;;’t(; ) (4.6)
PP (0)
=P (X}, € dy; By) qu(oo) : (4.7)

Now we show Q(X}, < 00)=P (€ > h). Applying (4.6) with By, = Op,

e’} oo (I)h(OO)
X = X, dy) = Y P (X dy; O
Q(Xn < o0) . Q(Xp € dy) /g(h) (x0) (X € dy; Op)

09 Lo, 7 ()

= P Oy | dvP (X}, € dy; O

B(o0) Sy Jo (Xn h)
STCY

= — POy | P(X}y € dy; Op)dv.

h
Now, ]P’(Ogy)]P’(Xh € dy; Op) = P(Opin; Xpn € dy) by (3.11). Then by the defini-
tion (3.4) of Oyp,

1 o0 (o]
QX<oo:7//POU ; Xp € dy)dv
(h ) @(OO) 0 g(h)( +h h )

1

_ ‘%o)/o P(Ouyn; Xn > g(h)) dv

3.4y 1 e
Y[ P(Oyn)d
557 | PO
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1 oo
= (%O)/h P(O,)du=:P (€ > h).

4.1.2. Proof of Proposition 5.10.

Proof of Proposition 3.10: For y > g(z), t > b > a > xz > 0, with a,b, z,y fixed,
and an event Bx € F,, where (F,),>0 is the natural filtration of X, such that
Bx C O,, consider

lim P (Xz € dy; By; A ¢ (a,b)|(’)t) . (4.8)
If Af(t) € ds, then X, > g(t), so O, is fully attained by time s, and O, can be
replaced by O, so

RS T o)
(lx) = tli)l’lg() m‘/a P (Xz S dy, BX, AI S dS, Ot)

1 o)
_}LTOM/G P(Xw € dy; By; A9V ¢ ds,(’)s).

Recall the definition (3.6). Given Af(t) > a > z, we can replace {X, € dy}, Bx,

O by corresponding events {ngo’g(t))

€ dy}, Bxw.ow), O x40 for the process
X (0:9() with Lévy measure restricted to (0, g(t)), i.e. all jumps larger than g(t) are
removed. These events are each independent of A‘(l](t), and since Aﬁ’(t) is exponen-

tially distributed with parameter TI(g(t)),

R
(4.8) = tll}n W/ P (Xéo’g(t)) € dl/;wa,gu));Ai](t) € ds; OS,X(Uvg(fr)))
[e%) t a

N T
= tlg& P(Ot)/a P (Xg(co’g(t)) € dy; BX(O‘Q(t));OS)X(O,g(t))> P (Ai(t) € ds)

o T(g(t) ’ (0,9(1)) . . ~Ti(g(t))s
= tlggo P(Ot) / P (XT S dy, BX(O,g(t)), OS7X(O,g(t))) e ds. (4 9)

a

Now, since lim;_, oo e~ @1)s = 1 uniformly among s € (a, b),

_ o H(g(®)

b
/ P (Xg(ﬁo’g(t)) € dy; Bx0.q01); Os,x<o,g<t>>) ds.

Applying Corollary 4.4, and recalling from (4.5) that ®(c0) < co when I(f) < oo,

b
lim P (Xg(go’g(t)) € dy; Bx(o,sv(t));os,xm,g(t))) ds (4.10)

(_18) (I)(oo) t—o00

1 b
= @ tlin;lo . P (Xg(co’g(t)) S dy; BX(O,g(t)) !OS7X(O,g(t))) P (OS7X(O,g(t))) ds.

Now, lim; 00 P(O4 x0.00)))/P (Os) = 1, uniformly among s € (a,b), so

P(0s)

7@(00) ds,

b
(4.8) = lim P (X;O’g(t)) € dy; Bx0.0t) ’OS,X(0=9(“))

t—o00 a
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and similarly P(X; x09®) ¢ dy; Bx 0.0 |Og x0.000) ~ P (Xy € dy; Bx|Os) as t —
00, uniformly among s € (a,b). Then by the definition of € in (3.21),

P(0,)
®(c0)
b)) .

b b
(4.8) /IP’(X edy,BX|(’)) ds:/ P (X, € dy;Bx | O,) P (€ € ds)

= Q' (X, € dy; Bx; T, € (a,

(4.11)

It is clear that (4.11) uniquely determines the limit measure Q'(-) on D[0, 00) X
(0,00). To verify that T, under Q'(-) has the desired properties, by (4.11) with
Bx = O,, since x < a < s,

(T € (a,0)) = | Q' (Xy €dy; 003 TS, € (a,b))

g(z)

0o b
:/ /P(Xwedy;Og;’OS)P(Qeds)
g(z) Ja

:/bp(x > g();: 0, | O,)P(€ € ds)

(Ceds)=P(C € (a,b) = QT € (a,b)).

Similarly, by (4.11) with Bx
we also have

N
Q' (X, < 00) = /g
-/

:/OOP(Ceds):IP’(€>x)=Q/(TéO > ),

= O,, taking limits as a — x and b — oo, since x < s,

/ P(X, € dy; O,|O,)P(€ € ds)
P (X, > g(

2); Oy | O5) P (€ € ds)

so that T is indeed the explosion time for the process X under Q'(). ]

4.1.3. Proof of Proposition 5.11.

Proof of Proposition 5.11: Recall Af(t) is the time of X'’s first jump bigger than
g(t), mp(X) is the sample path of X up to time h, F; is a functional on the excursion
process, and B C Oy, B € Fp, where (F,)u>0 is X’s natural filtration. For fixed

b > a > h > 0, disintegrating on the values of Af(t) and 7 (X),

E |:]]-{7'rh(X)€B} l{Ag(t)e(mb)}Fl(ﬂ'h((Es s>0)) | Ot} (4.12)

= [ [ ER@ ) e]osm 0 = nat® =
vEB ue(a,b)
x P(my(X) € dv; A € du|Oy).
Given a fixed path 7, (X) = v, m,((€5)s>0) depends only on v, so m,((es)s>0) is

conditionally independent of Af(t) and O;. Here, h < a < wu, so the excursion
process (g5)s>0 contains only excursions of length at most g(¢), so we may replace
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7 ((€s)s>0) by Wh((ag(t))szo), where (e gt ))820 is the excursion process sampled

using the conditional excursion measure on the space of excursions of length at
most g(t), s

(4.12) / / F1 (mn(( 69 )s>0) {ﬂ'h = 1/} ( n(X) € dv; Af(t) € du|(9t) ,

Now, im0 E[F (ma((e2))s20)) | m(X) = v ] = B[R (ma((es)s20))|mn(X) =
v], and moreover by Proposition 3.10, lim; . P(m(X) € dy; A“f(t) € dulOy) =
Q' (mp(X) € dv; T, € du), so

tlgglo (4.12) / / S)SZO))’wh(X) = 1/} Q' (mp(X) € dv; T, € du)

=: Egv [F1(mh((€6)s20)) Lim,(x)eBy LTz e@n}]
(4.13)

where we are able to exchange the order of limits and integration since Fj is
bounded. Taking F; = 1, it follows immediately that Q”(-) and Q’(-) agree on
D[0,00) x (0,00). The weak convergence of ((My)x,_>t>0, (Xs)a>s>0,A) under
P(-|Oy) to (M) x,., _>t>05 (Xs)oo>s>0, Tr) under Q”(-) as t — oo then follows im-
mediately from the fact (see e.g. Bertoin, 1996, Ex. IV.6.3 or Kolb and Savov, 2016,
p4113) that for all > 0, (M;)x, >¢>o0 is uniquely determined by (e5)z>s>0 and
(Xs)z>s>0, and both of (€5)z>s>0 and (Xs)z>s>0 have weak limits as determined
n (4.13). That is, we construct M pathwise via its excursions using (X, )oo>u>0 t0
determine the timing and length of each excursion, where we sample the excursions
of M until time X,_ using the excursion measure conditional on each excursion
length. Similarly, the explicit description of the behaviour of M until time X, —
under Q”(-) follows immediately from the definition of Q'(:) in (3.22), using the
fact that Q”(-) and Q'(-) agree on D[0, c0) x (0, 00). O

4.1.4. Proof of Theorem 5.12.

Proof of Theorem 5.12: As X determines the lengths and timings of excursions of
M (see Bertoin, 1996, Ex. IV.6.3), it follows that for all K > 0 and b > a > 0, for
all ¢ large enough that g(t) > K,

{A1Y € (a,0)} = {AYY € (a,0)} N {M, #0, for all v € (X, 0, X o0+ K)}.
1 1

(4.14)

Let us assume that a weak limit measure Q(:) = lim;_, o P(:|O;) exists on the space

containing (M;)¢>o. Such a measure must agree with Q’(-) on D[0, 00) x (0,00), as

we proved in Proposition 3.10 that any such limit measure is uniquely determined
on D[0,00) x (0,00) by (3.22). It follows that for all K >0 and b > a > 0,

Jlim P(M, #0, for all v € (X yg00_, X K);AYY € (a,0)|0;)  (4.15)
— 00 1

asw_ Tt
=Q(M, #0, for all v € (Xp__ Xp__ + K); T € (a,b)),

where Ty is the explosion time for X under Q() But also by (4.14) and uniqueness
of the limit measure on D[0, c0) x (0, 0), we have for all K >0 and b > a > 0,

Q(M, #0, for all v e (Xp o Xp _+ K);Tw € (a,b)) = (4.15)
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= lim P(AYY € (a,0)|0;) = Q(Tws € (a,b)),

t—o0

from which it follows immediately that M is transient under Q(-), as required. O

4.2. Proofsin the I(f) = oo Case. The next three proofs require Lemma 4.6, proven
in Section 7.

Lemma 4.6. In case (i), for to(y) as in (3.20), uniformly in h > 0,y > g(h), and
t € (to(y), 0],

[ et~y T ds Suf @) (@10

4.2.1. Proof of Theorem 3.1/.

Proof of Theorem 3.1/: For fixed h > 0, y > g(h), we will prove that ¢(y) :=
h

limy o0 ]P’((’)tgfh)/P(Ot) < o0. For each h >0, y > g(h), note that g(t) ~ gl(t — h)

by the properties of g(t) given in Assumption 3.1. Hence II(g(t)) ~ II(g) (t — h)) as

t — o0, since IT is CRV at oo. Thus, applying Corollary 4.4,

PO, TGyt — e @b
HLTRO) R TMgme e o) o

Then by (3.18) and (3.19), for #o(y) as defined in (3.20),

h t t
(117 =200 iy exp ( [ e+ e ds [ Ta(e) + o(e) ds)-

By (4.1) in Lemma 4.2, the integral ﬁz?y) pz(s)ds is uniformly bounded for all A > 0,
y > g(h). By Lemma 4.3, it follows that — [ p(s)ds < oo, so

h ¢ .
0= Wt% exp < [ e~ | n<g<s>>ds>
O (to(y)) . 6 B
< W tlggo exp </t0(y) (H(QS(SD - H(Q(s))) ds) .

Applying Lemma 4.6, and recalling that yf'(y)II(y) decreases to zero as y — oo,

@} (to(y))

(117) 5 =505

exp (yf'(y)I(y)) < oo

h
Now, gn(y) = lim;_ P(Ofﬁh)/]P’(Ot) is non-decreasing in y since for all y < v/,

h h
gh(t) =gt +h) —y > g(t+h) —y = gh(t), and so P(O}",) < P(O)",). Finally,
we conclude by (3.15) that Q (X, € dy; B,) = P(Xy, € dy; Br) qn(y), as required.
([l
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Proof of Proposition 5.15: For h > 0, lim;_oo P (X}, € (g(h),00)|0;) = 1. We will
prove by dominated convergence Kallenberg (2002, Theorem 1.21) that limits and
integration can be exchanged from (4.18) to (4.19), so by (3.15), for all h > 0,

oo

1= lim P(X}, € (g(h),)|O;) = lim P (X € dy|Oy)

t—o0 t—o00 g(h)

fim [ P(O )IP(X cdy;0,)  (4.18)
= lim ; .
2% o P(Oy) h & AY Sh

- 1 P(Og” )]P’ X dy; O 4.19
/()ti{go P(Ot) ( h € ay; h) ( )

= Q(Xn € (g(h),0)), (4.20)
as required. For A > 3V (B — 1), we will bound the integral over (g(h), o0) via:
t—h t—h
[g( " ),oo> U(g(h),g(h+1)]U <g(h +1), g(A)> =L UL UI; (4.21)
Proof for I. Since y € I; if and only if ¢t < f(Ay) + h, by Corollary 4.4,
00 ]P)(Ogy ) 00 ]]_{7 en}
1 I 7]? (Xh S dy,Oh) / — S ]P)(Xh S dy)
/g< w RO o) I(g(1))@(2)
2> )
H(g(t))‘1>(t)

Now, I(f) = o0, so lim;_, o P(t) = 0o by (4.5), and it suffices to show that

P (Xh > g(tgh))
lim sup —
t—00 II(g(¢))

is finite for each fixed h > 0, as the integal in (4.18) over the region I; tends to 0
as t — 0o, so the dominated convergence theorem applies, trivially, on I;.

Recall the notation in (3.7). Observe that A“{(t) has exponential distribution
of rate II(g(t)), so

(4.22)

]P’(Xhzg(t;h)) P(Xh>g(tA h), patt >h) (Xhzg( Ah) A t)<h>
< ( (0.(6)) t; h>> 4P (Ag“ )
_ <X<0 90) 5 g(tA_h)> IR 10
< (x> L20) ), (423

where X(©9()) has the same Lévy measure as X, but restricted to (0, g(t)), so
X (0:91) has no jumps larger than g(t). By (4.23) and Markov’s inequality,

p(x 091 5 glt=h)
(4.22) — h < limsup (X =4 )
t—00 II(g(t))
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(0,9(%)) Ah g(t) I1(d
< limsu M = limsu f 2l(dz)

S T g()g(t — h)  tsee” T(g(t))g(t—h)

Now, [{"all(de) = [ [* dyli(dz) = [* [*Oi(dz)dy < [ TI(y)dy.
Then because II is regularly varying at oo, by Karamata’s theorem (Bingham et al.,

1989, Prop 1.5.8), we deduce, as required for dominated convergence on I, that
for each h > 0,

1= t) =
(4.22) < h + limsup Ah f y)dy + Ah flg( ) M(y)dy
S t—00 TI(g

< h+limsup =——+—"—"— < oo.
tooe I(g(t))g(t — h)

h
Proof for I5. By Theorem 3.14, ¢ (y) is non-decreasing in y, so by (3.23), P(Ofﬁh)

h
is non-decreasing in y. Now, lim; P(Off(}’;“))/P((’)t) = qn(g(h+ 1)) < oo for
each fixed h by Theorem 3.14, and we conclude that

. > P(Ogy )
lim

1 P(X;, € dy; O
t=00 () {vel2} " P(O) ( h Yy h)

P Ogg(it+1) 0o
< lim (s /
t—o0 ]P)(Ot) g(h)

=qn(g(h +1))P (X}, € I5;0p) ,

]l{y€]2}P (Xh c dy; Oh)

which is finite for each h > 0, so dominated convergence applies on Is.
Proof for /5. By (3.17) and Corollary 4.4, for all large enough ¢,

PO, _, [Mght—h)

+pl(t —h)] ®L(t - h)
P(Ot) - ﬁ(g '

p
() (1)

Fory e I3,y > g(h+1),s0 f(y)—h > f(g(h+1))—h=1,and 1+1/(f(y)—h) < 2.
By (4.2), as lim;_,00 u(t) = 0, for all large enough ¢ and for all y € I3,

po%,) (1 u®)+ 75 Tah(t — M)At~ h)

IN
DO

B(O1) T(g(t)) (1
POF,) _ Tlghit = )Pt~ b)
BO) T )

Now, y < g(t — h)/A < g(t)/3 for y € I3, so by (3.10), since II is regularly varying
at oo, I1( y( h)) =T (g(t) — y) < (g(t)), uniformly among y € I3. So for each
fixed h > 0, for all large enough ¢, uniformly in y € I3,

P(OF,) _ ®h(t— 1)

PO ~ 300 (4.24)
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Now, by (3.19), for to(y) as defined in (3.20), we have
t—h t—h
@t — h) = Bt (y) exp ( | s+ [ p§:<s>ds> .
to(y) to(y)

Applying (4.1) and recalling that 1 + 1/(f(y) — h) < 2 for y € I3, the integral
ftooiy) pz (s)ds is uniformly bounded among y, so uniformly among y € I3,

t—h
O} (t—h) S D) (to(y)) exp </ H(Q'J(S)MS) :
to(y)

By Lemma 4.3, liminf;_, o flt p(s)ds > —o0, so by (3.16),
t ¢
®(t) = @(1) exp (/ II(g(s))ds +/ p(s)ds>
1 1

2 [ Mot ).

Since y > g(h + 1) in I3, recalling (3.20), to(y) > f(Ay) > f(y) > h+1>1, so

h(t _ t—h t
(I)?/((If(t)h) < @Z(to(y)) exp (/ ﬁ(gg(s))ds —/1 H(g(s))d5>

to(y)

< ®P(to(y)) exp < / (T(gp(s)) — T(g(s))) d8> :
to(y)

Now, by Lemma 4.6, since yf’(y)II(y) decreases to zero as y — oo, we have uni-
formly among y > g(h),

/ (T(gy (5)) = T(g(5))) ds < / T ([ () — Tig(s))) ds
to(y) to(y)
< sup yf'(y)(y) < oco.
y>g(h)

So for each fixed h > 0, uniformly among y > g(h), by (3.12),

ot —h
lim y( )

T e — [{0W T(g(s))ds — J{0 W T(g(s))ds

Now, it follows from (4.24) and (4.25) that for each fixed h > 0, uniformly for all ¢
large enough,

h
o0 PO )
/ ]l{yefg}Pi(;hP(Xh € dy; Op)
a(h) (O:) (4.26)
o0 to(w)
S /(h) Liyeryto(y)e™ /1 0P (X, € dy; 0),).
g
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Now (by choice of A sufficiently large if necessary) we have to(y) = f(Ay) v (1 +
2/A) = f(Ay) for all y > g(h +1) > g(1). Then writing ((z) := ze~ S To(w)du,
noting ¢(+) is differentiable and ((1) =1

o F(AY) T
1.26) / 1{y€[3}f Ay)e - Ji I(g(s))dsp (X € dy; Op)
_ / Yo A Ta6Ndsp (X, € dy: O))
g h+1)
F(AY) T °
< [T age s TeoE (g = [T (AP (X € dy)
g(h+1) g

(h+1)

o0 f(Ay)
/ (/ ¢ (z)dx + 1) P (X}, € dy)
g(h+1) 1
Ay)
—P(Xzgh+ 1)+ [ [T Ca)dal (X dy).
g(h+1)

Changing the order of integration, and then applying the result that for each fixed

¢, h > 0, P(X}, > 2) < II(2), uniformly in z > ¢, since II is regularly varying, see
Embrechts et al. (1979, Theorem 1 (iii)),

/100(,(“:)/:0 P (X € dy)do < /100 ¢'(2) /OO P (X), € dy) dx

(h+1)v 2 a(e)
- 100 ¢ ()P (Xh > g(j)> iz
= 100 ¢ (2)I (gf)) dz
S [ C@i@)d

= [ [e” Jeg()de _ 2T (g(z))e™ ffﬁ(g(U))dU]

oo _
< / e~ TN (g()) da
1

(oo}
d .
_ 2 e T T(g(w))du
/1 e ( e ) dxr < o0,

and therefore (4.26) < oo, so the dominated convergence theorem applies on I3,
and the order of limits and integration can be swapped between (4.18) and (4.19),
as required.

O

Proof of Proposition 3.16: Recall 7, (X) is the sample path of X up to time h, F;
is a functional on the excursion process, and B C Oy, B € Fp,, where (Fy)y>0 is
X’s filtration. Disintegrating on the value of 7, (X) € B,

E [Fi(mh((€5)s20)) Timn(x)eny | Ot | (4.27)
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= / E[Fl(ﬂ'h((ﬁs)szo))lot; Wh(X) = V]P(TF}L(X) S dV|Ot)
veB
Given a fixed path 7, (X) = v, m,((€5)s>0) depends only on v, so m,((g5)s>0) is con-
ditionally independent of Oy, and then as lim; oo P(m,(X) € dv|0;) = Q(7(X) €
dv) by Theorem 3.14,

lim (1.27) = lim [ E[Fi(7n((g5)s20))|mn(X) = v] P(mp(X) € dv|Oy)

t—o0 t—o0 B
= /B E [F1(mn((e4)s20)) [0 (X) = ] Q(ma(X) € dv)  (4.28)

=: Eqv [F1(ma((€5)s20)) Lim,(x)eB}] -
where we can swap the order of limits and integration since F} is bounded. Taking
Fy =1, it follows immediately that Q”(-) and Q(-) agree on D[0,00). The weak
convergence as t — 00 of ((My)i>0, (Xs)s>0) under P(-|O;) to (My)i>0, (Xs)s>0)
under Q”(-) then follows immediately from the fact (see e.g. Bertoin, 1996, Ex.
IV.6.3 or Kolb and Savov, 2016, p4113) that for all x > 0, (M;)¢>0 is uniquely
determined by (g5)s>0 and (Xs)s>0, and both of (g5)s>0 and (X;)s>o0 have weak
limits as determined in (4.28). That is, we construct M pathwise via its excur-
sions using (X, )y>0 to determine the timing and length of each excursion, where
we sample the excursions of M using the excursion measure conditional on each
excursion length. The fact that M is recurrent under Q”(:) follows immediately

from this construction, since X does not explode to infinity by Proposition 3.15.
O

4.2.2. Proof of Theorem 5.18. Lemmas 4.7, 4.8, 4.9, 4.10, proven in Sections 6, 7,
are needed for the proof of Theorem 3.18.

Lemma 4.7. For each subordinator and g = f~1 in case (ia), there exist K, ho > 0
such that for all h > hg, with T(y) = y~*L(y), uniformly in y > K,

P (X}, € g(h)dy; Op) < ylamP(Oh)dy. (4.29)

Lemma 4.8. For § > 0 small enough that 0 < f(0) < f(6) < 1, uniformly for all
h >0 andy > glh+ f(9)),

f(Ay)
qn(y) = ®}(f(Ay)) exp (—/1 H(Q(S))d3> :

Lemma 4.9. For a subordinator and g = f~1 in case (ia), let SAHW denote the
1

size of its first jump of size greater than g(h). Then there is hg > 0 such that

uniformly in h > hg and v > 1,
(g(h)dv) _ L(g(h)v)

P(S,.om € g(h)dv = = =

( Af ) (g(h)) L(g(h))

In particular there is xg € (0,00) so that for all x > xg, with I(dx) = u(z)dz,
uw(z) < 27 Tl(z) = L(x)z~ 17 (4.30)
Lemma 4.10. Recall the notation (3.12),(3.20). If h > 0, y > g(h), and t >

f(Ay), for A>3V (B—1), then @Z(t) > fly) — h.

v 1%,




1014 A. Barker

Proof of Theorem 3.18: By Proposition 3.15, Q(X}p € (g(h),00)) =1, h > 0. By
Definition 3.17,

we R, hli_>no10@ (Xp € (g(h),w(h)g(h))) =0, (4.31)

since Q(-) and Q(-) agree on the space D[0,00) containing X. Now, by Theo-
rem 3.14,

w(h)g(h)

i QX € (o), wg) = Jim | )P (X € 00 (432)

We begin by showing that if limy,_, o f{(w(h)g(h)) TI(g(s))ds = 0, then w € R,.

Proof of Sufficient Condition. Let limp_, fﬁf(w(h)g(h))ﬁ(g(s))ds = 0. To show
w € Ry, we will show that the limit of the integral in (4.32) is zero on each of

[9(h),g(h + )] U [g(h + 1), Kg(h)]U[g(h+ 1)V Kg(h),w(h)g(h)] =: B1 U Ry U R3

separately, where K is the constant as in Lemma 4.7. Note that if g(h+1)> Kg(h),
we need only consider Ry U R3. Since g is non-decreasing, we only need to consider
the value K if K > 1.

Proof for Ry. By Theorem 3.14, g (y) is non-decreasing in y, so

g(h+1)

lim an(y)P (X € dy; Oy) (4.33)
h—o0 g(h)

g(h+1)

< i an(o(h+1) [

P(Xh € dy; Op) < lim gu(g(h +1))P(Op) .
g(h) h— o0

Applying Lemma 4.8, then applying Corollary 4.4,
B ) _ (FAIRHD) T () ds
(4.33) S Yim @), 1) (F(Ag(h+1)))e 777 T H0EIER (0y)

. _ f(Ag(h+1)) 77 —
= T b (F(Ag(h+ 1)) T Db )T g (1),

Now, @}, 1y (f(Ag(h+1))) < f(Ag(h+1)) S h, and f(Ag(h+1)) > h, as f =g~
is O-regularly varying, increasing, and A > 1. By (4.3) and (3.1),

(1.33) S lim he” JAATI g (0)ds g (1) TT(g(h))
—00

_ o (4.3) . .
< lim he~ F O dBgpT(g(h)) < lim All(g(h)) 2 0.
h— o0 h—oc0
Proof for R%5. Recall that we only need to consider Ry when g(h + 1) < Kg(h), in
which case K must satisfy K > 1. By Theorem 3.14, g (y) is non-decreasing in v,
S0

Kg(h)
i [ )P (X € dy: Oy) (4.34)
h—)OO g(h+1)
Kg(h)
< Tim gu(Kg(h)) / B (X € dy:O) < Tim qu(Ka(h)B(O).
h— o0 g(h+1) h—o00
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Applying Corollary 4.4, then Lemma 4.8 (g(h + f(6)) < g(h + 1) < Kg(h) for ¢ in
Lemma 4.8),

(134) < i ga(Kg(h)@(M)T(g(h).

4.8

. ARG T (o (6))ds _
< Jlim @) (f(AKg(h))e™ ) Mo(Nds @ (h)TT(g(h)).

Observe that @;}g(h) (t) <t forall t >0, by (3.12), and f(AKg(h)) > f(g(h)) =h
since f increasing and A, K > 1. Moreover, as f is O-regularly varying at oo,
f(AKg(h)) < f(g(h)) = h, as h — 00, so

f(AKg(h))

(4.34) < lim f(AKg(h))exp (—/1 H(g(S))d8> @(h)II(g(h)).
hi —
< lim f(AKg(h))exp (—/1 H(Q(S))d3> ®(h)I(g(h))

h o o
< lim hexp (— / H(g(s»ds> D()T(g(h)).

By (4.3), ®(h) =< exp(flhﬁ(g(s))ds) as h — 00, 80 as limy,_,o hII(g(h)) = 0 by
(3.1), we conclude that (4.34) = 0, so the integral over Ry is zero, and thus

lim an(Y)P (X € dy; Oy) = 0. (4.35)
h—o0 R1UR>

Proof for R;. Now we wish to show convergence to zero of

w(h)g(h) w(h)
/ an(y)P (X, € dy; Op) = / an(g(h)v)P (X, € g(h)dv; Op) .
g(h+1)VEKg(h) Lo VK
(4.36)

Applying Lemma 4.7, then changing variables back to y = g(h)v, recalling that
TI(g(h)) = g(h)=*L(g(h)), then applying Corollary 4.4, as h — oo,

e —1-a Lg(R)v)

/WVth(g(h)v)v Tty FOw
« w(h)

- W /MVK qn(g(h)v)g(h)~ v~ "= L(g(h)v)dv

g(h)

_ P (Oy) /w(h)g(h)
(g(h))Jg(h+1)vicg(n)

m w(h)g(h) L
~ ®(h) / an(y)y~ ~L(y)dy.
g(h+1)VKg(h)

(4.36)

e

)

an(y)y~' " L(y)dy

Changing variables (u = Ay), applying Lemma 4.8 and then the uniform conver-
gence theorem (Bingham et al., 1989, Theorem 1.2.1), as L is slowly varying at oo

and ®"(f(u)) < f(u), it follows that as h — oo,
;. w(h)g(h) Ay
(4.36) = @(h)/ o) (f(Ay)) exp (/1 H(Q(S))d5> y~ T L(y)dy

g(h+1)VKg(h)
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w(h)a(h) fAy)

< <I>(h)/K . O (f(Ay)) exp (—/1 H(Q(S))ds> y~ T L(y)dy
Aw(h)g(h) Flw) _

som [ L U@ew ( / n<g<s>>ds> w10 L (u)du
Aw(h)g(h) Fw) _

< ®(h) /AK " f(u)exp (/1 H(g(s))ds) ™ L(u)du.

Since A, K > 1, we can split up the integral as follows, and we will deal with each
term separately:

w(h)g(h) flu) _
(4.36) < ®(h) /(h) f(u)exp (/1 H(g(s))ds) u T L(u)du

Aw(h)g(h) flu)
®(h) F(u) exp (- /1 H(g(s))ds> w L () du

w(h)g(h)
= ( ) + J2

(h). (4.37)
Proof for Ja(h). As f(u) = f(w(h)g(h)) = f(g(h)) = h for u=>w(h)g(h), by (4.3),

Aw(h)g(h) _
we i Wg(s)dsq=1=a [, (4) du

Ry = o) [

v(h)g(h)

w(h)g(h i
= ®(h)e” J1T(g(s)) / - J(“)H(Q(S))dsuflfa[/(u)du
w(h)g(h)

(4.3) pAw(h)g(h) w) =
§/ flu)e Jil )H(Q(S))dsuflfaL(u)du
w(h)g(h)

Aw(h)g(h)
< / f(w)u™ ' L(u)du.

w(h)g(h)

Since f, f’ are O-regularly varying at oo, one can verify that, uniformly for all
sufficiently large u, f(u)/u = f'(u), see Bingham et al. (1989, Prop 2.10.3). Recall
that in case (i), uf’(u)II(u) decreases to 0 as u — 0o, S0 as h — oo,

Aw(h)g(h) Aw(h)g(h) .
Jo(h) 5/ f’(u)u_("L(u)du:/ wf’ (u)(u)u ™ du.

0(h)g(h) w(h)g(h)
_ Aw(h)g(h)
< w(h)g(h) f'(w(h)g(h)) T(w(h)g(h)) u”du
w(h)g(h)
(h)g(h)
=o(1) x / utdu = o(1) x log(A) = o(1), (4.38)
w(h)g(h)

so limy, 00 J2(h) = 0, and Ja(h) never contributes. Now we consider Jy(h).
Proof for J; (h). First, changing variables from s to v := g(s), so that s = f(v),

w(h)g(h) flu)
Ji(h) = ®(h) /(h) F(u)exp ( / H(g(s))ds> w = L(u)du



Markov Processes with Constrained Local Time 1017

w(h)g(h) .
= @(h)/ f(u)exp (—/ H(v)f'(v)dv) u” L (u)du.

g(h) g(1)

Recall u=*L(u) = II(u), and f(u) < uf’(u) uniformly as u — oo, so as h — oo,

w(h)g(h) w
Ji(h) < ®(h) /(}) 1 (u) exp <— /(1) H(’U)f/(v)d’l)> u”“L(u)du

w(h)g(h) _ wo

= @(h)/ f(w)TI(u) exp —/ (v) f' (v)dv | du.
g(h) g(1)

Changing variables from u to z := e~ Jgy T ()dv

that as h — oo,

and applying (4.3), it follows

Ji(h) = ®(h) [e—f:éf? ()" (w)dv _ e—f;‘é?”“”ﬁ(wf%wdv}

= ®(h) {e* [ Ti(g(s))ds _ e—J'lf‘“’“”g“”)ﬁ<g<s>>ds] (4.39)

(]\j) 1 _ e_ fhf(w(h')g(h')) ﬁ(g(s))ds.

=~

Thus by (4.35), (4.38) and (4.39), whenever limp_, f}f(w(h)g(h))ﬁ(g(s))ds =0, w
is in the entropic repulsion envelope R, as required for the sufficient condition.

Now we will prove that if w € Ry, then limj_, f{(w(h)g(h)) TI(g(s))ds = 0.
Proof of Necessary Condition. Let w € R,. Then by (3.23),

0= lim Q(Xn € (g9(h),w(h)g(h)))

L pug) o pue
= lim an(y)P (X € dy; Op) = lim an(y)P (Xn € dy; On),
h— o0 g(h) h—o0 Kg(h)
since the limit of the integral over Ry U Ry = (g(h), Kg(h)) is always zero by (4.35),
regardless of limy,_, f,{(w(h)g(h)) TI(g(s))ds = 0. Changing variables to v = y/g(h)
and applying Lemma 4.7,

w(h)
0 Zhli_{go qn(g(h)v)P (X, eg(h)dv; Op)

K
4.7 . w(h) _1-a L(g(h)v)
= lm ]P’(Oh)/K qn(g(h)v)v Wd”

Changing variables to y = g(h)v and recallling that II(g(h)) = g(h)~*L(g(h)), then
applying Corollary 4.4, and Lemmas 4.8 and 4.10,

P(Op) /w(h)g(h) L
= lim = an(y)y~ " L(y)dy
h—oo I(g(h)) Jrg(n)

o w(h)g(h) Cw
= hhm @(h)/ an(y)y L(y)dy
0 Kg(h)

- w(h)g(h) -
2 lim <I>(h)/ ®"(f(Ay))e oD dsy =1, )y
hroo Kg(h)
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4.10
> lim

~ h—oo

w(h)g(h) .
B(h) /K L e Ty gy
g

w(h)g(h) _
- hfb(h)/K (h) e T o dsy—1-a () dy
9

=: lim [Il —IQ].

h—o0
First we consider I>. Note that AK > 1, so f(Ay) > f(AKg(h)) > h for all
y > Kg(h). Then since ®(h) < e~ Ji g (s)ds by (4.3),
w(h)g(h)

lim |I| < lim h®(h) / e~ S g(e)dsy =1=af )y gy,
h— 00 h— o0 Kg(h)

(4.3) w(h)g(h)
< lim h/ y 1T L(y)dy.
h—o0 Kg(h)

By Lemma 4.9, y =17 L(y)dy =< II(dy), so as II is regularly varying at oo, by (3.1),

4.9 w(h)g(h) . . (3.1
lim || < lim h/ II(dy) < lim RII(Kg(h)) < lim hIl(g(h)) =" 0,
h— o0 h— o0 h— o0

h—o0

Kg(h)
so I, = 0, and thus lim, ., [; < 0. As I; is non-negative, limy ..o [1 = 0.
Now, changing variables to v := Ay, as [ is O-regularly varying at oo and L is

slowly varying at oo, by the uniform convergence theorem Bingham et al. (1989,
Theorem 1.2.1),

Aw(h)g(h) b
0= lim I; = lim <I>(h)/ f (3) o= J{ T(g(s))ds —1—a ga (3) dv
h—o0 h—o00 AKg(h) A A

Aw(h)g(h) o
= lim <I>(h)/ Flo)em Ji MaleDdsy,=1=a () gy,
h—o0 AKg(h)

Recall v=*L(v) = II(v), and f(v) < vf’(v) uniformly for all large enough v, because
f, " are O-regularly varying at oo, see Bingham et al. (1989, Prop 2.10.3). Then

Aw(R)g(h) ro = _
0= lim <I>(h)/ Fv)e JT a(Dds =1 () doy
h—o0 AKg(h)

Aw(hyg(h) .
= lim <I>(h)/ F()TT(w)e I To@)ds gy,
h—o0 AKg(h)

Now, one can verify that P(v) := fgv(l) TI(w) f' (u)du = flf(v) TI(g(s))ds by changing
variables from u to s = f(u). Then as A > 3 and P’(v) = II(v) f'(v) >0,

Aw(h)g(h)
0= lim @(h)/ P'(v)e PWdy
h—o00 AKg(h)

Y%

lim
h—o0

w(h)g(h) AKg(h)
®(h) / P (v)e P dy — &(h) / P'(v)e PWdy
g(h) g(h)
: lim [Kl — KQ] .
h— o0
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Now, recall that by (4.39), as h — oo, we have
Ky gy (1= e Ji T et (4.40)

So if we prove limj_,oo K1 = 0, then limj_ oo ff(w(h)g h))H (g9(s))ds = 0, and
the proof is complete. As K; is always non-negative, it suffices to prove that
limy, 00 K1 < 0. To prove this, we will show that limh_>OQ |K3| = 0. Since g = f1,

note f(v) > h for v > g(h), then as ®(h) < el Ma(s))ds py (4.3),

AKg(h) oy =
lim |Ky| = hm <I>(h)/ (v)f/(v)e i " Ma)ds gy,
. AKg(h
i . )ﬁ(v)f’(v)e_ Jil " Tig())ds gy
h—o0 g(h)
AKg(h) o
< lim of (v)I(v)v ™ dv.
h—o0 g(h)

Recall that by assumption, v f’(v)II(v) decreases to 0 as v — oo, and hence

_ AKg(h)
lim |Ka| < lim g(h) f(g(h)) Ti(g(h)) / vl
h—o00 h—o0 g(h)

— lim g(k) f'(g(h)) Ti(g(h)) x log(AK) = 0.

h—o0

4.2.3. Proof of Corollary 3.19.

Proof of Corollary 3.19: We need to verify that a stable subordinator of index a €
(0,1) satisfies (3.2), so Theorem 3.18 applies. For ¢ > 0 and = > g(t) + xq, by the
scaling property of stable subordinators (see Bertoin, 1996, p227),

fi(z) =t"= fu (;) : (4.41)

Now consider the result (Nolan, 2018, Theorem 1.12) that for a stable subordinator
of index a € (0,1), f1(v) ~ cav™ 7% as v — o0, for ¢, > 0 constant. In particular,
for all large enough v, fi(v) is arbitrarily close to c,v™17%. Taking e.g. a’ = 2c,,
it follows that there exist a’,C' € (0, 00) such that for all v > C, f1(v) < dv=172.
As TI(dv) = u(v)dv = cv=17%dv for a constant ¢ > 0, if we can show that
z/t/* > C for all t > 0, x > g(t) + o, with a suitable choice of 2y > 0, then
by (4.41),
filw) =t"=f (ai

> <dctr™7 = atu(x),
for a := d’¢, so condition (3.2) is satisfied, and the proof will be complete. Indeed,
by (3.1), we have lim;_, o, tII(g(t)) = limy_,o, tg(t) ™ = 0, so there exists D € (0, c0)

such that for all t > D, tg(t)~® < C~%, so t'/* < C~'¢(t), and hence for all t > D,

z _ gt) o g(t)

>C.

ta — tw ta
On the other hand, if ¢ < D, then z/t'/* > (g(t) + z0)/DY* > x¢/D'*, and
(choosing xo large enough that xo/DY® > C if necessary), we conclude that
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z/t/e > C for all t > 0, 2 > g(t) + xo, so Nolan (2018, Theorem 1.12) ap-
plies to (4.41). It follows that condition (3.2) is satisfied, and so Theorem 3.18
applies, as required.

]

5. Proof of Lemma 4.2

In order to prove Lemma 4.2, we require Lemmas 5.1 and 5.2. The proof of
Lemma 5.1 is provided in Section 7, whereas the proof of Lemma 5.2 is provided
immediately below.

Lemma 5.1. Let (X;);>0 be a subordinator satisfying the assumptions in case (i)
or (ii). Then there exists a constant C > 0, which depends only on the law of X,
such that for allt >0, A(t) € (1,00), B(t) >0, and H(t) € (0,1),

A(t)

Eﬁiin(A(t))B(t)) H(t). (5.1)

(0,A(1)) < 1 -
P (Xt > B(t)) < exp <C’t log ( = (t)) H(t)
Lemma 5.2. Recalling (3.10) and (3.20), if t > to(y), h > 0, and y > 0, then
gy(t) = (1= 1/A) g(t).

Proof of Lemma 5.2: By (3.20), t > to(y) > f(Ay). The result holds trivially when
y = 0. Otherwise, as g = f ! is increasing,

a0 = (L5 - Yo > (1- ) ot

O

Now, in addition to showing that for each A > 3, the inequalities (4.1) and (4.2)
hold uniformly in h > 0, y > g(h), and ¢ > to(y), we shall show that the inequalities
(4.1) and (4.2) hold when y = h = 0 for t > t,(0) > 0, with p(¢) in place of pZ(t).
For brevity, let us introduce the following notation:

S:={(h,y,t) eR®: h>0,y>g(h),t > to(y)} U{(0,0,t) € R*:t>t,(0)}. (5.2)

Lemma 4.2 shall be proven by splitting up pZ(t) into smaller pieces, and then
showing that the inequalities (4.1) and (4.2) hold for each piece separately.

Proof of Lemma /.2: Lemma 4.2 is simpler to prove in case (ii) than case (i) thanks

to the condition (3.3). We thus omit the proof in case (ii). Firstly, since g = f~!
is continuous (and hence so is gé‘), for all h,y > 0 and x,t > 0,

PO .)) = PO 5.3
( t,X(0=1')) = ( t,7X<o.m>)a (5.3)

h h
where Of:X(O,w) = Nyer OZ?X(M). Moreover, by (3.6), for all h,y > 0, > 0, and
t>s>0,

PO o)) S P(O7 0 XOF > gh (1)) < B(XO > gh(t 5.4
( t,Xm,w))— ( 5,X (0,27 4t —gy())— ( t >9y())~ (5.4)
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h
Now, we partition and disintegrate on the value of A?y(t), which is exponentially
distributed with rate II(g}(t)). It follows by (3.11), (5.3) and (3.6), since s < t,
that for all A,y > 0 and t > 0,

h h h h h h
PO A7 =) = PO A} =) =B |A} "

(5.5)

)=P(O% )

h
N g
—8)—P(O Y S,X(O,gg’(t))

s x gl

where the last equality holds since the small and large jumps are independent, so
it follows that

P(O}) =B AT < 1)+ P(OF a0 > 0)

— b gt () " (¢ g gl
=0 [ POFF AT = e T as 1 B(OF 57 > 1
0

_ t h = Ry h h(g
B H(gﬁ(t))/@ B OZZdO»gﬂ(t» ) e M@ e ds 1 PO AP > ). (5.6)

h h h
Now, observe that by the definition (3.6), P(OZ”|AY" “ 5) = P((’)g”x<o ity ) SO
s, Ty
for all h,y > 0,

h h h h h
P(OY) = P(OY; A < 5) + P(OP; A7 > )
h h h h h
= P07 A%Y < 5) 1 POZ 1A%Y > pA% Y > )

h h h f—
=27 <5) +P (Ogyxm,m) e Mos e, (5.7)

h
Disintegrating on A7 (t), recalling the notation introduced in (3.7) and (3.12), by
(5.6), (5.7), and (5.3),

ini ' h h h h
POE) = H(gh(t))/o [PO2) — PO ; A% < )] ds + PO ;29D > 1)
t ps
(5.3) = _ Z .
) H(gg(t))(p(t) _H(gg(t))g/o /0 P(Oz;x<o,g?;<t)>)e gy O dyds
h h
+ PO A7 > 1) (5.8)
= h
< Th(gy (1) @y (1) + P (ofx (o,ggm))
T L h (P
0 Jo
h

<T(gp(t))@h(t)+P (ofx <0=91;<t>>) . (5.9)

Recall the notation (3.7), (3.8), and (3.14). By (5.9), partitioning on the value of

gnw g,

Al(mygy (t))

_ G9 1 h
h o h 9y
py(t) 1= h (1) —1l(g, () < @h(t)P (Ot’xm,g{m)))
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h
1 ZN (#5500 )
[P0 a2 p(oh a0 2
1
=: [(a) + (b)]. (5.10)
@3 (t)
So to prove (4.1), we need to prove, uniformly in (h,y,t) € S,
Pl (t) 1
b) < Y 1 . 5.11
@+ 5 gty (4 757=5) o1
For (4.2), we need suitable u so that uniformly in (h,y,t) €
— 1
(a) + (b) < @ (t)u(t)(g(t)) (1 LT ) : (5.12)
Proof for (). Recall the notation (3.6) and (3.11). By (5.4),
gy(? (5.4) (OVL(Z'))
(1) = P(Otg}m i AT > t) < ]P’(Xt os®) g{j(t)). (5.13)

qy(t)
To bound (5.13), we shall bound IP’(X( Tox () > Kgg(t))7 with K € (0,1], giving
a more general bound which will also be used later in the proof of Lemma 4.2.
By Lemma 5.2, for all (h,y,t) € S, gy(t)/log(t) > (1 — A~ 1)g(t)/log(t) > 1, so
by Lemma 4.10, applying Lemma 5.1 with H(t) = ¢, for n > 1, it follows that
uniformly in (h,y,t) € S,

gl (1) h gl ()
0, ey h 2 oy (t) 0, e ) h
IP’(Xt > Kg! (t)) S b2 hIP(Xt > Kg! (t))
51 ®h(t)
< L _exp((x)t",
fly) —h (=)

PHO) h h
n—p t t
(x) < tlog(t") " KeBOT=® T1 (gy( )> g, (1)

log(t) ) Kgh(t)log(t)
N n = gg(t)
= gerit <log(t)> SL

(5.14)
since limg_, o tI1 (gZ(t)/ log(t)) = 0, uniformly in h,y, by Lemma 5.2 and (3.1), and
50 limy o0 (*) = 0. Thus (a) St (t)/(f(y) —h) <t~ log(t) ™' =@y (t)/(f(y) —
h), uniformly in (h,y,t) € S, as required for (5.11).

To show (@) < @4 (t)u(t)IL(g(t))/(f(y)—h), by Lemma 5.1 with H (t) = II(g(t))?,
applying Lemma 5.2, as II is regularly varying at oo with index —a € (—1,0),
uniformly in (h,y,t) € S,

(0, gy(f))

P(x, T > Kgh() < exp () TH(g(1)*, (5.15)
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2 log (TI(g(t))~2) — t
T(g(0))- 7 B OO ) 7 a(t)
log (1) log(t)

log (71 )
_ QtM KTozg(t) 1Og(H(g1(t))>H( g(t) ) .

log(t) log(t)

Now, using the inequality x < e, bounding II(g(t)/log(t))/I(g(t)) < t, it follows
that

wt

N

(%) < I (lﬂ?t)) eKzltgli” log(ﬁml(t)))
0og
(2
_ ( g(t) 6K21J5glft> 1°g< ﬁ(<1§ft()t>))>+f<21t§t) log(tﬁ( 15&3) ))
~ \log(t)
_ ogf 10g< — ;t > %71 10g<ﬁ>
5’5“(19(29) S ) _ ) s
og
which is thus bounded uniformly in (h,y,t) € S because limy_,, tIL(g(t)/log(t)) =
0 by (3.1). By (5.15) and Lemma 4.10, it follows that (a) <

() u(t)II(g(t))/(f(y) — k) uniformly in (h,y,t) € S, for suitable u, as required
for (5.12).

Partitioning (b). Now we partition (b). Let ALY denote the time of our subordi-
nator’s mth jump of size larger in (a,b), as in (3.8). With 8 as in (3.1), for m > 1
such that m > §/(f—1) and m > 1/(a(f—1)), for ¢ > 0 such that 1 —(m—1)c > 0,
for all ¢ large enough that 1/log(t) < ¢

9y ) p

() = IP((QQZ .A(log(t) 19y (t)) < t)

£, x (08 )’

gy (t) 9y ()

=P (Ofy)((o g (”)’Aflog(t)’ Gy (t)) < t A(log(t) cg, (t)) - t ACg,/ ) t)

gh ()

h (0 7€y (t)) gl (t)
+P<Otx<09h(f)>’A e <A >t)

c t t
+P ((’)Q’JX(O gh(t>)7A( 91,( » QU( ) < t)

=i (24) + (2B) + (20). (5.17)

9y (1)
Proof for (24). Disintegrating on the value of A; := A(log(t) <o) , the time of the

first jump whose size lies between g/ (t)/log(t) and cg}! (t) as deﬁned in (3.8), which
is exponentially distributed,

!]() h

h gy( ) L h
(2‘4) =P (Ogi((ﬂ ( )>;A(1°§(t) gy( )) < t A(log(t) gy( )) > t; Aigy " > t)
t g (t

HO)

t b 9y ok cal _ _
:/ P<@gy . Al e ) S AT S ’ A, :S)P<A1 . ds)
0

£ x @k )
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h t ok (6)
— gy (t) gg ) (kiw,cgs(t)) ~
=1 <log(t) 0 P(Ot,xm,cggmwAm >t ‘ Ay = S) ds.

Now, with Ay denoting the time of the kth jump of size between gZ(t)/ log(t) and
h
cgy (1),

h
h gy(t) h
9, A (R eal ) x
(O gy A > 1| By = s
m—1 h
, L _ _ _ _
=y P(Ot*fxm’cgg(t)) A =5 A1 > A < t)IP’(AkH >t AL <t ‘ A= s>
k=1 ’
m—1 n
, L _
< S P(O” iy | Br= Bk > BB, <),
k=1 ’

and then it follows that

TGO [t e
(4) < DT tog (1 /0 P<OtyX(O’Cg’Z'(")) ‘ A= 5 8kr1 > G A < t)ds'

k=1

Now, by (5.4), given that by time ¢ there are k jumps of size in [g}(t)/log(t), cgl(t)],

Gaym=t_ (gt t cgh - — —
(24) < ST (gy( ) ) / P > gZ(t)‘Al = 5 Bp > LA < t)ds
0

=\ log(t)
(B0 o CED s
< ];H<10g(t)>/o IP’(Xt > (1 k)gy(t))d
m—1 h PHO)
- S0 (B) (x5 - -
< (m-1II (ii%) t P(Xt(o’%) > (1—(m— 1)c)g§'(t)). (5.18)

(1 — 1/4)g(8)/ log(t)) = 0 by (3.1),
5.14) and (5.18), it follows that

Now, lim;_so tﬁ(g;}(t)/log(t)) < limy_yoo t
uniformly in h,y by Lemma 5.2. Then by (

an(t (5.14) h
) s B(xOEE) > 0 - - vaghn) s e (5.19)
(1) 1

~ f(y) — htlog(t)t+e’

uniformly in (h,y,t) € S, as required for (5.11).

For the remaining bound on (2A4), applying (5.15) and (5.18), recalling (x) <1
by (5.16), it follows that (24) < TI(g(t))* < ®"(t)u(t)II(g(t))/(f(y)—h) for suitable
u, uniformly in (h,y,t) € S, as required for (5.12).
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gy (t)
Proof for (2B). Disintegrating on the value of A(log“) o ( )) , which is exponentially
distributed with parameter II (g} (t)/log(t)) — H(cgy 1) < H (g0 (t)/ log(t)),

gqy ()
. _ gy (h;ém Gy (t))
(2B) _1}»(0 " oo A

Pt
= 9y (t) t gn . (%7093(0) .
(10g( ) P(Ot’x(ﬂ,gg(t))vAm S t7

()
Atlrgy(t > ¢ ’ A(log(t)’ gy (1)) — s)ds

<A ® t)

’:l

h t , ay®) 9y ()
<II 9, (1) / P(OgZ;AT(nlug(t)’ 4 0) <t | A(l‘)g(”’ 55 (0) = s)ds.
log(t) ) Jo

ap )

h h c
By ( 3), OF = 0% . Note that given A(l"g(t) o

S

h.
(t)) = s, (9 Y is independent of

)
A(log(i)’cgy (t)> , S0

9() g()

h ¢ N
(25) sn<gy(t)>/ p(0fh p (Al ) <y | alBE0O) g,

<T (105;(?)) P(Ajjgg_xf < t) /OtP(ng)ds.

FHO)

Now, since A;**"” is exponentially distributed with parameter II (gg(t) /log(t)),

gg(t) gg(” m—1 gl (1) m—1 h(t) m—1
P(AET <t)<P(AFT <t)  =(1-e f“(lom)) < ¢m- 1H( =)
T - log(t)
so recalling the notation in (3.12), by Lemma 5.2, uniformly in (h,y,t) € S,

. _ gg(t) " . 52 g(t) m .
(2B) < H(log(t)> e (t) SH(]Og(t)) IR (). (5.20)

Recall TI(x) = 2~“L(x) for L slowly varying at oo, so by Potter’s theorem (Bingham
et al., 1989, Theorem 1.5.6), for arbitrarily small § > 0, uniformly in (h,y,t) € S,

=( 9\ _ o rn—a L(lgg(z)) .
. (log(t)> = log(t)°g(t) " L(g(t) 55" Slog()™I(g(®).  (5.21)

Similarly, defining gs(t) := g(t)/log(t)?, for 3 > (1 + a)/(2a + a?) as in (3.1),
uniformly in (h,y,t) € S,

R YTNORING 7 (~ ) IS —
T (s ) = 050002 000 7 0 S om0 70D g0

(5.22)
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Applying (5.21) to I(g(t)) and (5.22) to I(g(t))™ !, then by (3.1), uniformly in
(h,y,t) €5,

(2B) S log(tyma+ms=(m=1ad+5(E3=Dim=DT(g(#))TT(gs (1)) ™ "1 01 (2)

(;Sl) 1Og(t)ma+m6—(m—1)a6+6([3—1)(m—1)ﬁ(g<t))q)2(t).
Now, for 8 as in (3.1), m > B/(8 — 1), so ma — (m — 1)af < 0, choosing
6 > 0 small enough, we conclude by Lemma 4.10 that for suitable u, (2B) <
w(t)IL(g(t))®}(t)/(f(y) — h), uniformly in (h,y,t) € S, as required for (5.12).

Now we prove (2B) St 'log(t) ' =<®!(t)/(f(y) — h). With gs(t) := g(t)/log(t)?,
by (5.20) and (5.22), for arbitrarily small § > 0, uniformly in (h,y,t) € S,

(2B) <0 (g’;&)m LN () < log ()™ AT (g (¢)) ™ B (1),

By (3.1), H(gs(t)) < t71, and so (2B) < ¢t log(t)ma(l_ﬁ)"'m&(l)’;(t). Finally, ap-
plying Lemma 4.10, our choice of m ensures ma(l — ) < —1, so choosing ¢ small
enough, there exists ¢ > 0 such that (25) < t~!log(t) "' ~=®}(t)/(f(y) — h), uni-
formly in (h,y,t) € S, as required for (5.11).

Partitioning (2C). Define p*(t) := 1 — log(¢)™" for v := (1 — a)/(2 + ), and let
Aéa’b) denote the time of our subordinator’s second jump of size in (a,b). Then we
partition:

o ap NCZAGKHO))
(2() =P <Ot,X(0,g’y1(t))7A1 S t)

h h h * h h
_p (Ofx s ACTOIO) o A0 OB @050 t)
h

3 c h h * h h
P (ij i A; HOKACHI Agp (g} (0. (0) t)

P (Og{,‘ o ;Agcg,’;(t)ﬂZ(t)) <t A;cg,’;(t)yzf(t)) S t;Aip*(t)g?};(t)’g";(t)) S t)
£ x @95 ®)
=: (2Ca) + (2Cb) + (2C¢). (5.23)
Proof for (2Ca). As ¢ € (0,1) is fixed, ¢ < 1 —log(¢)~" = p*(¢) for all large enough
t, and so

h * h h
(2Ca) =P (Ofi((o,g{;(m;Agp Dy (09, (1)) < t) .

gy (8,95 (1))

Disintegrating on the value of Agp ( , then by (5.4) and the independence

as in (5.3),

t h . h h
(2(7(1) < [ﬁ (p*(t)gg(t)) _ (gg(t))] /0 P(Of’}(o)gg(t)JAgp (t)gy (1), () — 8) ds
(5.3) . t h
< [II (p*(t)gZ(t)) — 1 (gZ(t))] /0 P (Oi}(o,pm)g};m)) ds

< [[(p*(t)gy (1) =TI (g)(1)] Dh(t)

|
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By Lemma 5.2, ﬁ(p*(t)g’;(t)) S T(p*(t)g(t)) < T(g(t)) uniformly in (h,y,t) € S,
(o
(2Ca) <T(g(t)) <1 — rm> U (t). (5.24)

As limy, 0o p*(t) =
Now, gy( ) 2 ¢g(t) uniformly in y, h by Lemma 5.2, so by (5.24) and Lemma 4.10,
(2Ca) < <I>h( Yu(®)I(g(t))/(f(y) — h) for suitable u, uniformly in (h,y,t) € S,
as required for (5.12).

Now we prove (2C'a) <t~ log(t) "'~ ®)(t)/(f(y)—h). AsIlis regularly varying
at oo, Il(z) = 2~ *L(z) for L slowly vary ino at oo, where 2™V L(z) is non-decreasing.
Then by (5.24), uniformly in (h,y,t)

(2Ca) ST (g (1 0L (g, (t))> " (1)

1 and II is CRV at oo, limy_o IL(p* (t)gh(t)) /T(gk(t)) = 1.

t)gy (1))

_ a+Ng5;< VL ()
=l (l NONL (7 <>gy<t>)>q’3(”
< T (g(6)) (1 - p" Q+N><Dh<>
T (g(6)) (1~ (1~ log() )" +N) @)
< (o N)TE (9(6)) log(t) @1 (1)

For B asin (3.1), gs(t) := g(t)/log(t)?, by Potter’s theorem and (3.1), for arbitrarily
small 7 > 0, H(g(t)) < M(gs(t))log(t)~ P87 < t~Llog(t)~*A+A™ uniformly in
(h,y,t) € S, so that

(2Ca) St og(t) 7RI ().

Since v = (1 — a)/(2 + &) > 1 — af, we may choose 7 sufficiently small that
—y —af + 7 < —1 —e < —1. Then it follows that (2Ca) < t~'log(t)~'~=®k(t),
uniformly in (h,y,t) € S, as required for (5.11).

A(Cg'yl(t)ﬂs(t)) b

Proof for (2C'h). Disintegrating on the value of A§ := A; ' , by (5.3),
QC) = P (OgyX sy ATTOTO A OROO) )
< p (Of; i ALTOIO) t)
< T (cgy (1)) /0 P (OfX oy SO < A = s) ds
< T (cgy (1)) /OtP (Ojjlxm,gg(t)) ‘ Af= 8)

h h .
<P (Aécgy (t),94 (1)) <t ‘ Ag = 5) ds
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5.3) __ cal t h
< T (egh (1)) P (Af’y “ < t) / P (Ofy) ds.
0

Recall for L slowly varying at oo, II(z) = 2=*L(z). Now, ]P’(Acq” v® <t)=1-
e tHlegy () < tIl(cgp(t)), so by (3.12) and Lemma 5.2, uniformly in (h,y,t) € S,

(00 < T (egh(9) 181 (1) < Ti(g()200(1) = 9(6) * Lg()Bh(2) (5.25)

oty 20* (1241 2QL< g(t) >2LL<g<t>>2 -

(

| AND

log(t)? log(t)? (%)2
> 7 9
= log(t)>*II (log((tt)) ) L(t’g:((’%i )2@;(0.

By Potter’s theorem (Bingham et al., 1989, Theorem 1.5.6), for arbitrarily small
6 > 0, uniformly in ¢,

(20D) < log(t)2*FII (102 ((tt)) 6)2 log(t)*7°t®} ().

It follows by (3.1) that II (g(t)/log(t)ﬁ)2 < t~2 uniformly in ¢, and hence

(200) < log(t) =27 log(t)2P 1~ 1@l (1).

Now, 2a8 > 1 by (3.1). Taking § small enough that 2a8 — 2686 > 1+¢ > 1, it
follows by Lemma 4.10 that (2C'0) < ¢! log(t)*l’a@';(t)/(f(y) — h), uniformly in
(h,y,t) € S, as required for (5.11).

Now we show (2C'0) < ®"(t)u(t)II(g(t))/(f(y)—h). By (5.25), as limy_, tII(g(t)) =
0 by (3.1), uniformly in (h y,t) €S,

(200) ST(g(t))*ty (1) = o(1)

so by Lemma 4.10, (200) < ®)(t
in (h,y,t) € S, as requlred for (5

T(g(1)) 2y (t),

(t)T(g(t))/(f(y) — h) for suitable u, uniformly
2).

Partitioning (2C'¢). Disintegrating on the value of A}
(5.3), (5.4), and Lemma 5.2, uniformly in (h,y,t) € S,

X
Ju
1

o Al OP OGO

)

y (cgy (£),g4 (£))

h h
(2Cc) = P (Ot i ALE RO < NSO GIUIHCE AN )

t
- y
< Tegh(0) [ B(0% g0

h * h h .
A(2cgy(t)79y(l‘«)) > t;A(lp (t)gy (t),g, () > t|A¢1:,p _ s)ds

—~

5.4)
<

t
T h Iy
Mg} (1) | P(O% oy

Xﬁf"y O x QO S (1 )gh (] AT = 5)ds
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(53)=, ! gy
= H(ng(t))/o P(O:Xm,cgg(t));

A c h ’C h *
Xt(27sgy(t)) +X£(i g, () >(1—p (t))gg(t))ds

5.2

— t h ~ e h c h
< M) [ (0% X2 e x2S (1 (0)gl (1)) d,

s, xOeal ()

where X is an independent copy of X, and we use that the jump at time s has size
at most p*(t)gy (t). Recall that 1 — p*(t) = log(¢)~7. Then partitioning according

0,c g t
to {X 2D 5 gh(t)/(21og(t))

t N N h
. = 9y o (0,eq, (1) Gy (t)
(2Cc) H(g(t))/o P (O&X(O,cgg(t)) P Xis > S loa(t)r log(t)? ds

t n h h
= gl o (0cgh () g, (1)
+ IHa() /0 : (Os,xwwbw P Xam ~ Dlog(t) s
=: (9) + (5%). (5.26)

Next we will bound (), then later we will split up (S*) into more pieces.
Proof for (5). As X is an independent copy of X, we can write

t h h h
N\ — TT Iy (0,cg,(t)) 9y (t)
(5) = TI(g(t)) /0 P (08,)((0,69%))) P (th > g | %

< T(g()P (x,f“gff W e f:g ((?)v) @y (1). (5.27)

Since IT is regularly varying at oo, applying Potter’s theorem (Bingham et al., 1989,

Theorem 1.5.6), with 3 as in (3.1), to II(g(t))/TI(g(t)/ log(t)?), for arbitrarily small
7 > 0, it follows by (3.1) that uniformly in (h,y,t) € S,

(é) 5 H( g(t) ) log(t)—oz,3+7'51p <Xt(07‘392(t)) > gz}ll(t) ) (bh(t> (528)

log(t)? 2log ()" v
h
_ _ cgh g, (t)

<t~ Llog(t)-of+mAp | xOe®) o v ) ghy). 5.29
~ Og() t > 210g(t)’y y() ( )

Now, we will show that there exists € > 0 such that uniformly in (h,y,t) € S,

h
(O»CQh(t)) gy(t) —l—e+aB—78

]P) X Y Iz <1 t e+ T . .

( e s s | S st (530)

Then it follows from (5.29), (5.30), and Lemma 4.10 that
h(t h(t h(t
9) < y (1) < y (1) < HONNS 1 ’
tlog(t)1tef = tlog(t)ite — tlog(t)i+e fly)—h
uniformly in (h,y,t) € S, as required for (5.11). Moreover, it follows by (5.27)
and (5.30) that for suitable u, (5) < @ (t)u(t)I(g(t))/(f(y) — h), uniformly in
(h,y,t) € S, as required for (5.12).
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Now, to prove (5.30), we set M :=~v+2/(2+ «a) = (3 — a)/(2 + «), and partition
as follows

(0,cg) (1))
P(Xt % > gZ(t)/? log(t)v)

PHO)

h
o i) 9y Oegl) __9y(1)  mie
_P(Xt 2log(t)7’ A St) * P(Xt ~ 2log(t)7’ A1 >t>
= (Q) +(Q"). (5.31)
Q)
Then as A" is exponentially distributed with rate ﬁ(g?};(t)/ log(t)™), we can
bound

PHO) h
- T —( g,(t)
< P(Alog(t)M < t) <1-— tH(gh(t)/log(t)M) <11 Yy )
(Q) = 1 — — € Y — 1Og(t)M

By Lemma 5.2 and (3.1), it follows for arbitrarily small £ > 0, uniformly in
(h,y,t) € S, applying Potter’s Theorem to II(g(t)/log(t)™)/TI(g(t)/log(t)?), that

@2 0 2) <112 -

3.1
(<) log(t)fa(ﬂfM)ﬁ'n(B*M)’

~

and then in order for (5.30) to hold, we need —a(f — M)+ k(- M) < —-1—c+
aff — 70, so taking k, T, e small enough, we need —a(8 — M) < —1 4+ af, that is,
(3—a)/(2+a) = M < 23— 1/a. This is indeed true since 8 > (1+2a)/(2a+ a?),
from which it follows that
25—l>2 1+ 2a _l:2+4a—2—a: 3 < 3—a
a 20+ a?  « 20 + a2 24+a 2+«

and the desired bound for (@) holds. To bound (Q’), we provide only a proof for
af <1, as a similar, simpler argument works when o > 1. By Lemma 5.1 with
H(t) = log(t)~'m=tef=77,

HO)

0, o)
@) <p(x, O >

)

h 5.1
S ) < expl() og(e) T (5a2)

h
1+e—apB+183 14+e—aB+78]2log(t) M gy(t) —-M
(+) < tlog(log(t) ) log(t)! 2108(0) H(log(tw 2log(t) .

Now, for n > 0 small enough that n < M — v, observe that since M > ~, uniformly
int>t(y),

h h
R

Now, recall M = (3 — a)/(2 + a), 8> (1+2a)/(2a + a?), and « < 1, from which
one can verify that M < . Then it follows by Lemma 5.2 and (3.1) that uniformly

in (h,y,t) €S,
2= g) =( g9t) \ Gy
=0 (g ) < M () = o0

so the desired bounds for (Q) and (Q’) are proven, and the proof of (5.30) is
complete.
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Partitioning (5*). Now we partition (5 ) For S asin (3.1), v = (1 — )/(2+ ),
and 6 := 1+, write g5(t) := g(t)/log(t)°. Recall the notation (3.7). Then

t h
.y _ T (Oegh®) _ _9y(1)
5 =1 P (o™ DX, ¥
(5) =THe(0) | (o T e T

_ t cal ht
— H(g(t))/ P <(,)91,X(0 oo : Xicia gy(t)) > gyi() ; Aéllé(t) < S) ds
0

2log(t)”
t h
— o O _ 9 E) g
—I—H(g(t))/O P ((’)S ©eah(®) X, > Tlog(t) * A > s ds
=: (S7) + (53). (5.33)

Proof for (S7). Disintegrating on the value of A“l"sm, by (5.3) and (3.12),

(S7) < Ig ﬁ (gs(t / / X(o Lgha))’
XS((}ng () > gy t) {Agé(t) )dvds
2log(t)Y
< I(g(t))(gs(t / / . X<0 95 (1))
cgl h t
Xt(o, 9y (1) LO‘A?(” — v) dvds
2log(t)”
(5.3) h
<

(g O)T(a5(0) [ P(O% s )av < el THas(e) 0.
(5.34)

As Tl is regularly varying with index —a, for gg(t) := g(t)/log(t)? and 3 as in (3.1),
applying Potter’s theorem LBingh;un et al, 1989, Theorem 1.5.6) to
T(g(t))/T(gs(t)) and TI(gs(t))/(gs(t)), for T > 0, uniformly in ¢,

(51) £ tT(ga(1))* log(t) A= (=014A7+ (=D gh 1)

Now, by (3.1), lim;—, tII(gg(t)) = 0, so uniformly in ¢,
(sHy<t ! log(t)_aﬁ_a(5—5)+67+(6—5)7¢2(t).

Now, one can verify that —af — a(f —d) < —1, using that 6 =1 4+~vy =1+ (1 —
a@)/(2+a) and B> (1+2a)/(2a + a?). So taking 7 small enough, we conclude by
Lemma 4.10 that (57) <t~ log(t)~*~¢®%(¢)/(f(y) — h), uniformly in (h, y,t) € S,
as required for (5.11).

To show (S57) < ®2(t)u(t)II(g(t))/(f(y) — h), one can verify that for each o €
(0,1) and for B asin (3.1), 6 =1+ (1—a)/(2+a) < (1+2a)/(2a+a?) < B. Thus
limy o0 tI1(gs(t)) = 0 by (3.1). Then by (5.34) and Lemma 4.10, for suitable u,
wniformly in (h, y,1) € S, (57) S T(g(t) T{gs(1) @A () < u(t)TL(g(£)) () (f(y)—
h), as required for (5.12).
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Proof for (53). Note for gs(t) := g(t)/log(t)°, by Lemma 5.2, for all h > 0, y > g(h),
and for all large enough t, gs(t) < cg;j (t), so

(53) H(g(t))/ot]P’ (Oim,cggu» : Xch{,‘(t)) - mﬁ% CABO S 5) ds
~Tig(0) | k: (057}(0,%@ L xO9) ;g((?) L AT 5 ) s
< T(g(t)) /OtIP’ (Xs((l’g“(t” > 21’2’2&) ds
< {T(g(t))P (X,Eo’g“(t)) > 21’2’2%) . (5.35)

For gs(t) := g(t)/log(t)?, with 3 as in (3.1), applying Potter’s theorem (Bingham
et al., 1989, Theorem 1.5.6) to II(g(t)), for arbitrarily small 7 > 0, by Lemma 5.2,

_ ; ()
§5) < {10 M1 t 704,B+Tﬁﬂp X(0796(t)) gyi
(95) S tT(gp(t))log(t) t ~ Zlog(t)

5.2

ot

IN

(g (1)) log(t)~F+7PP ( X090 -, m ) |

Applying Lemma 5.1 with H(t) = 1/(tlog(t)'*5=*%), ¢ > 7, then applying (3.1)
and Lemma 4.10, uniformly in (h,y,t) € S by Lemma 5.2,

(52) % g0 og(e) "+ expl()) ot

L 51) x eXp((*))W
1 P (t)
tlog(t)1 =78 f(y) — b’

21og(t)Y 9

(x) < tlog (tlog(t)lﬁ*"‘ﬁ) (tlog(t)lﬁ*o‘ﬁ) 1—a—t ﬁ(gg(t))log(t)”’*‘;.

< o(1) x exp((+))

(5.36)

Now, if limy o0 (*) = 0, then (55) St~ log(t)~'~=®2(t)/(f(y) — h). Indeed,

210g(t)7_‘5 o
(¥) S tlog (tlog(t)'+°7F) (tlog(t) == *%) 147 TH(gs(1)) log(t)"~°

2 log(t)'yf‘S

11 ) Rles®Y 0
M0 2457 o (10g(0) %) og(o) oM T 05

Now, 6§ > 7, so lim;_,o log(t)?% = 0, and for arbitrarily small x > 0, uniformly in
L,

2log(t)Y %

(*) S tT(gs(t))t =47 log (tlog(t)'+572F) log(t)(1+e—afmtr=0,
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Note that log(tlog(t)'*¢=*#) < log(t), uniformly in ¢. Then applying Potter’s
theorem (Bingham et al., 1989, Theorem 1.5.6) to II(gs(¢)), for S as in (3.1) and
arbitrarily small ¢ > 0, uniformly in ¢,

_ 2log(t)Y =%

() S l{gale))t AT log(t) F1emad=(B-Dark(p-ers=s,

2log(t)7 9% 2log(n)1+7—9 2 _
Recalling y—d = —1,¢t 1-4"T =e 1-4A7T  =ei-a7T Aslimy_, tII(gs(t)) =0
by (3.1), using that 1+~ — § = 0, it follows that uniformly in ¢,

(*) /S 1Og(t)1+(1+57aﬁ)n7(676)a+(576)c+776 _ log(t)(1+E*QB)H*(5*5)Q+(B*5)C'
(5.37)

Now, 6 < 3, so —(8 — d)a < 0. Choosing «, ¢ small enough that the exponent
n (5.37) is negative, lim;_, o (*) = 0. Then by (5.36), uniformly in (h,y,t) € S,
(S5) <ttt log(t)ﬂ*a@gj(t)/(f(y) — h), as required for (5.11).
To prove (55) < <I>h( Yu(t)IL(g(t))/(f(y) — h), applying Lemma 5.2 and Lemma
5.1 with H(t) = 1/(tlog(10g( ))) to (5.3
o D) — (05t _ (L—A"Ng(®)\ 20 T(g(t))
(s) 5 e (x0w ) > L2200 0 B0, o ),

2log(t)Y %

() < tlog (tlog(log(t))) (tlog(log(t))) =471 Ti(gs(t)) log(t)”~°.

Recall 1+ — § = 0. Noting that tlog(log(t)) < t2
follows that

5), uniformly in (h,y,t) € S,

uniformly in ¢ > to(y) > 0, it

4log()Y =% __ 40-A"hlog()HV =0
(¥) S tlog(t)' 70t =47 T(gs(1)) = te At I(gs(t))
a0—A"H
—te AT (g (1)),
Now, since § < 3, by (3.1), lim;_so tII(gs(t)) = 0, and hence lim; oo (x) = 0,
so by Lemma for suitable u, (95) < ®}(t)u(t)IL(g(t))/(f(y) — h), uniformly in
(h,y,t) € S, as required for (5.12).

]

6. Proof of Lemma 4.7

Proof of Lemma /.7: Let Ty denote the time when X first passes above g(h), and
let S, o0 be the size of X's first jump of size larger than g(h). For each y > K,
1

with K > 0 a large, fixed constant,
h
P (Xp € g(h)dy; Op) =P <Xh € g(h)dy; Xr,,, < g<2)y§0h)

h h
+P (Xh € g(h)dy; Xr,, g(Z)y; 5A§<h> < M; Oh)

2
h h
o (Xh € g(h)dy; Xz, ) > %5 Sagt 2 %% Oh>
=: 03,(dy) + o (dy) + o} (dy). (6.1)

We will bound P (X}, € g(h)dy; Op,) by bounding these 3 terms separately.
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Upper Bound for o (dy). We shall disintegrate on the values of Tyny and X, .
Observe by (3.4) that P(On; Tyn) € ds) = P(Os; Ty € ds), so that we can apply
(5.3) and the independent increments property, with the notation P(X; € dz) =
fi(z)dz, to yield

ho g
ot (dy) = / / P (X € g(h)dy; Xr,,, € g(h)dw; Ty € ds; Op,)
0

s=

N /0 /1 Frns(g(h)(y = w))g(h)dyP (Xr,,, € g(h)dw; Tyn) € ds; O;)
horg
:/0 /1 fns(g(h)(y — w))g(h)dyP (X1, ,, € g(h)dw; Ty € ds; Op) .

Now, g(h)(y —w) > g(h)y/2 > g(h) + o > g(h — s) + xg, for all large enough
h, with 2o as in Assumption 3.3, so (3.2) applies to fr—s(g(h)(y — w)). Applying
(4.30), since y — w > y/2 and L is slowly varying at oo, uniformly in y > K by
Bingham et al. (1989, Theorem 1.2.1), as h — o0,

(3.2) (b %
ol(dy) < /./(h—ﬁuwwﬂy—w»ﬂM@ﬁ(XmmGgmﬂwﬂamGdaow
0 1

(4.30) ph p% (h—s) i
s [ S e e w

x P (XTg(h) € g(h)dw; Ty € ds; (’)h)

PrE e Lig(h) o (9(h)y
< [ saetom? L( 2 )W
x P (XTg(h) € g(h)dw; Tg(h) € ds; Oh)
1oL (g()y) | hL(g(h) (" [* . .
f, y 1 L(g(h)) dy g(h)c’ /0 /1 P (XTg(h> S g(h)dw,Tg(h) € ds; Oh)
<y gy aii(y(1) P (1) (62)
D 61) x y—l—aLL(gq ((};L))y))IP’(Oh)dy, (6.3)

where, recalling g(h)~*L(g(h)) = II(g(h)), the last step follows by (3.1).

Simplifying the Expressions for o7 (dy) and o} (dy). Recall (3.7), and o7 (dy) +
onldy) = P(X, € g(h)dy; X1,,, > 9(h)y/2;On). Choosing K > 4, we have
g(h)y/2 > 2g(h) for y > K. As T,y is the first passage time above g(h),
if Xr,,, > 2g(h), then X crosses g(h) by a jump larger than g(h), so since
Ty < Ag(h)v Tyn) = Asll(h)-

Then since X; < g(h) for all t < Ty, it follows that X, ,, - = XA?“”)— < g(h),

as X has cadlag sample paths, almost surely. Moreover, if Oy holds, then X crosses
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g(h) by time h, so A{ g(h) — Tyny < h. Thus:

h h
{XT " 9(2)y;5 < 9( Y. 0, }

h
{Ag(h) < h; XAg(h) < g(h) SAg(h) < 9 ) Oh}

and therefore we can bound o3 (dy) by
., h h
”Iz,(d!/) =P (Xh € g(h)danT ) 9(2)y; SAi;(h) < w; Oh)

<P (Xh e g(h)dy; A" < hy X ng_ B

For o} (dy), the converse analogous inclusion to (6.4) holds too, that is, if O,
Aiz(h) <h, XAi’(h)—< g(h), and SA‘?’(M > g(h)y/2 hold, then we have

<g(h); S potr < gthly. oh) (6.5)

X1y = XA{“” z XA{“” - XAgULL = Sﬁi’(h’ > g(h)y/2,

and therefore o3 (dy) satisfies

. h h
op(dy) =P <Xh € g(h)dy; X, 9y )y 1S pa = g(2)y; (’)h)

h
=P (Xh € g(h)dy; A" < i X pgo_<g(h); Spgm = =07 g( ., ;O ) (6.6)

Upper Bound for o2 (dy). By (6.5) and (5.5), disintegrating on the values of A"
X Ash_ ,and S Ag<h), by independence of increments and the Markov property, Wlth

2 (6:5) g(h) g(h)y
apldy) < P Xn € g(h)dy; AT < h; X g0 < g(h); Spgom < T;Oh
(5.5) : AP ¢ g :
= P(Xy € g(h)dy; AT € ds; X oo _ € g(h)duw;
s=0 Jw=0 Jv=0 1

SA{“‘) € g(h)dv; OS)

- / ' / 1 / (o) = w0 — o)) (W)dy

x P (Ai’(h) € ds; X oo _ € g(h)dw; S g0y € g(h)dv; Os>

) / ' / 1 / o)y —w — 0))g(h)dy

x P (A{“” € ds; X o € g(h)dw; S oo € g(h)dv; oh) .
1 1

Notey —w—v>y/3 > K/3 forw <1,v<y/2. Soas h— oo, g(h)(y —w—v) >
g(h — 8) + g, so we can apply (3.2) and (4.30). Now, g(h)~*L(g(h)) = II(g(h)) for
L slowly varying at oo, so by (3.1), uniformly in y > K by the uniform convergence
theorem (Bmg_,h(un et al., 1989, Theorem 1.2.1), as h — oo,

o2 (dy) | / / / — $)u(g(h)(y —w — v))g(h)dy
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x P (N(h) € ds; X 00 € g(h)dw; S 00 € g(h)du; oh)

BN e

x P (Ag(h € ds; X g € g(h)dw; S gy € g(h)du; oh)

[ s sy

x P (Aﬁ“h € ds; X 00 € g(h)dw; S 00 € g(h)du; oh)
1 1

hL(g(h)) (" [t (% i o Lig(h)y)
g(h)” / / / Y Ty Y

x P (Ag“” € ds; XAg<h> € g(h)dw; S yo € g(h)dv; oh)

e [ [ [t

x P (A‘f(h € ds; XAQULL € g(h)dw; S\ sy € g(h)dv; (’)h>

N

IN

< o(1) x ylammowdy. (6.7)

Upper Bound for U, ((lz/) Disintegrating on the values of Ag( Ag(h) and SAg(h),

then applying (5.5), independence of increments, the Markov property, and Lemma
1.9, it follows that uniformly among y > K as h — oo, with P(X; € dz) = fi(x)dx

h 1 Yy—w
ai(dy) =/ 0/ 0/ , IP’(Xh € g(h)dy; A{™ € ds;
s=0 Jw= =%

XA_(I,(;L)7 S g(h)dw; SAg(;L) S g(h)dv; Oh>

(3 /Oh /01 /;_w Jn-s(g(M)(y = w = v)g(W)dyP ( Sy € g(R)dv)

X P (Ag“” € ds; X gy _ € g(h)dw; O, )
g

Lo pho1 e Lloh)
<[] / D)y = w —o)g(ydy v e S

x P (AW” € ds; X g _ € g(h)dw; O,
(5:5) / / / f —1-a Lg(h)v)
—s(g(h)(y —w —w))g(h)dy v dv
x P (A“f(h) € ds; X \o_ € g(h)dw; Oh) :

Now, as y/3 < y/2 — 1 < y/2 —w < v < y, applying the uniform convergence
theorem Bingham et al. (1989, Theorem 1.2.1) to L(g(h)v)/L(g(h)y), uniformly in
y> K as h — oo,

5 o Llg(m)y) "
o) Syt i, 71 [, resloti —w = oaae (6
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X P (A{(’” € ds; X 00 _ € g(h)dws oh) .
1

Changing variables to u = g(h)(y — w — v), uniformly in y > K, as h — oo,

g(h)y

3 “1—a L(g(h)y) bt 2
on(dy) Sy mdy/o/o/o fr—s(u)du

x P (Af(h) € ds; X \om_ € g(h)dw; (’)h)

- y‘l‘amdy /Oh /011[» (Xh_s < g(g)y)

x P (A‘{(h) € ds;XAf(m_ € g(h)dw; (’)h)
o Llg)y) ey .
<y mdy/o /O P (A" € ds; X g _ € g(h)duws; O3
_—1-aL(g(h)y) g(h) _ ¢ .
=y L (A" < b Xy _ < g(h); On) (6.9)
“1—a L(g(h)y)
=V L)

Conclusion of Upper Bound. By (6.1), (6.3), (6.7), and (6.10), we conclude, as
required for the upper bound in (4.29), that uniformly in y > K, as h — oo,

L(g(h)y)
L(g(h))

Now we will prove the lower bound on P (X}, € g(h)dy; Op,).
Proof of Lower Bound. Now, fixing yg > 0, for all y > K, as h — oo,

(On) dy. (6.10)

P(X), € g(h)dy; Op) Sy~ '™ P(Op)dy. (6.11)

P (X, € g(R)dy; On) = P(X, € glh)dy; A{™ < h =13 X gy _ < g(h);
h
% < S < g(h)y = yo; Oh)~ (6.12)
Disintegrating on the values of Af(h), X jotm_, and S, gm), applying the Markov

property, noting that by (5.5), {Af(h) €ds; Oy} = {Af(h) € ds;OA_i(h)} for each
s < h, with P(X; € dz)= f;(z)dx,

.5) h—1 ,1 y—gy(—}ol)—w N
(6.12) "= / / / ]P’(Xh € g(h)dy; AY™ ¢ ds; X yo00 _ € g(h)dw;
s=0 w=0 Ju=%
SA_Ll;(h) S g(h)dv; OA_iy(h))
(5.5) h—1 1 yfﬁfw
DT heet = w - e)a(hdgp (S g € o))
0 0 v=15

x P (Af(h) € ds; X yoo_ € g(h)dw; (’)h) .
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Applying Lemma 4.9, noting h — s > 1, y/2 < 2y/3 —w, v < y, and L(g(h)v) <
L(g(h)y) uniformly in y > K as h — oo by the uniform convergence theorem
Bingham et al. (1989, Thm 1.2.1), it follows that uniformly in y > K as h — oo,

4.9 prh=1 prl yfgyi%,w ;
(()12) Z /O /0 /:E (h) fh—s(g(h’)(y —w — U))g(h)dyv—l—amdv

L(g(h))
X P (Ag“” € ds; X gy _ € g(h)duw; O
et o “1-a Llg(h)y)
=[] / Fresla0) = 0= )y GO,

x P (A-;’“” € ds; X 00 € g(h)duws oh> .

Changing variables to u = g(h)(y — w — v), noting that y/3 > 1 for all y > K and
that h— s > 1,

q(h)y

(6:12) 27" LL(;(h)y)dy/“// Fualu

x P (Ai’(h) € ds; X 00 € g(h)dws oh)
1

x P (A{W € ds; X 00 € g(h)duws Oh)
1

o Llgm)y) M
>y Wdy/o /0 [P (Xh < g(h)) - P(Xl < yo)]

x P (Af{(h) € ds; Xy € g(h)dw; oh) .
Now, with X (%:9(") again denoting the process with no jumps bigger than g(h),
P (X5 < g(h) = P, < g(m)BA]™ > h)
_ P(X}(LO,g(h)) < g(h))e—hﬁ(g(h)),
and since limy, o, RII(g(h)) = 0 by (3.1), by Markov’s inequality, as h — oo,
(X, < o) ) BRI < gy 21— BT AT

B B g(h) B g(h)
By (3.1) and Karamata’s theorem (Bingham et al., 1989, Prop 1.5.8), as h — oo,
hg(R)TI(g(h _ 5
P(Xn<g(h) 21— w = 1-hTl(g(h)) %) 1.

Then as P(X; < yp) = constant < 1, taking yo large enough that P (X, < g(h)) —
P(X; <yo) 21 uniformly, we get that uniformly in y > K as h — oo,

L(g(h) - o) . |
(6.12) 2 L(T dy/g LH)P (A1 € ds; X g _ € g(h)dw,oh>

Lig(h)y) 1o g(h) . .

= Temy ! W (A" < b= 1 X pg00_ < g(0); O1) - (6.13)
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Proof by Contradiction Step. Now we assume for a contradiction that

P (A <=1 X0 < g(h):On)
lim inf 3
h—o0 P(Oh)

= 0. (6.14)

As AY ") i exponentially distributed with rate I1(g(h)), by Corollary 4.4, as h — oo,

<P (A0 < 1) =1 0D <Ti(g(n)) ¥ qugzh)) =o)X,

since limy, o, ®(h) = oo by (4.5), so it follows that (6.14) holds if and only if

P (A € [h— 1,1 X g0 < g():On) <P (A" € [h—1,h))

P (Ai’”” <h X g < g(h);0h>
lim inf !
h—r o0 P(Oh)

By (6.1), (6.3), (6.7), and (6.9), we get that (6.15) implies, along a subsequence of
h, as h — oo,

=0. (6.15)

]P)(Xh > Kg(h),(’)h) = /Koo P(Xh S g(h)dy,@h)

o(1) x P(Op) /: y e

Changing variables from y to u = g(h)y,
0 CAY R
L(g(h))  Jrgm)

As L is slowly varying, applying the result Bingham et al. (1989, Prop 1.5.10) to
f;og(h) u " L(u)du, as h — oo,

P(X,>Kg(h);Op) =o(1) x

9(h)*P(On)

P (X5 2 Kg(h);On) S o1) x =70

(Kg(h))~*L(Kg(h)) = o(1) x P(Op).
(6.16)

But considering the subevent {A‘({(h) = A{(g(h) < h;Op} C {Xy > Kg(h); O},
disintegrating on the value of Af (h), and applying the Markov property,

P (A" = Al <p;0,)
h
:/ P (a1 = Af" e as;0,)
0
(h) . .
/0 P (Aﬁ’ € ds; SM(h) > Kg(h); (987X(o,g<h>>)
= P (OS,X(O,g(h)) ; A!f(h) S dS) P (SAg(;L) > Kg(h))

m(Kg(h)) ("
= w/ P (Oswx(o,g(h)) ) A"{(h) S ds)
) Jo
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By (5.8) with gg(t) = ¢g(t), and by Corollary 4.4, }P’(Oh;Af(h) < h) ~ P(Oy,) as
h — 00, so as h — 00,

P@xthQﬂhxca)zlﬂizgg”

because II is regularly varying at oo, so (6.16) contradicts (6.17), and therefore

liminfp_s o0 P(A‘f(h) <R X o < g(h); Oh)/IP((’)h) > 0. By (6.13), uniformly in
1

y>K as h— o0,

]P)(Oh) ~ K’QIP’((’);L), (617)

P(Xy € g(h)dy; On) 2 y‘l_aMP(Oh) dy,

L(g(h))
as required for the lower bound in (4.29), so the proof of Lemma 4.7 is complete.
O
7. Proofs of Auxiliary Lemmas
Proof of Lemma /.3: Firstly, we will show that p(t) = o(Il(g(t))) as t — oco. By

(4.2) with y = h = 0, it is immediate that hmsﬁOO p( )/I(g(s)) < 0. Now, by
(3.13) and (5.8),

—pls) = [H(g(s))Q / S / " B(O)e T dudy — BO,; AX) > )

D(s)
< <I> ) / / e~ TGN ooy
gyymwné (Ow)dw = sTT{g(5))*. (71)

Now, applying (3.

(3.1) and (3.3) in cases (i) and (ii) respectively, it follows that
im0 —p(s)/H(g(t

)) <0, and hence p(s) = o(II(g(s))) as s — oo.

Next we will show that — fl $)ds < co. Indeed, this follows immediately in case
(ii) by (7.1) and (3.3). In case ( ), for arbitrarily small 7 > 0, applying Potter’s the-
orem (Bingham et al., 1989, Theorem 1.5.6) to I1(g(s))/II(g(s)/log(s)?), it follows
by (7.1) and (3.1) that

_ Oop(s)ds OOSQﬁ 9(8)5 23_1log(s)_2“6+27d8
1 1 log(s)

oo
/ s log(s) 29+ ds < oo,
1

<
(3.1)
<

where we simply take 7 small enough that —2a5+ 27 < —1, which is possible since
af >1/2.
|
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Proof of Lemma /.0: Recall that TI(x) = z~*L(z) for L slowly varying at oo, so as
IT is non-increasing, for large N > 0, using that to(y) > f(A4y),
t

/f (T(g(s + h) — ) — TT(g(s)))ds < / (T(g(s) — ) — Ti(g(s))ds (7.2)

(Ay) f(Ay)
S [ (L) =9 D)
<[ @ -p-Taenas = [ (FES] - E0E )

B /f(Ay) ((EJS()))y) ( (g(g)(
_ /°° Lig(s) ~ ) (1 _ (g(s) - y)“+N 9(s)" Lig ) ) s,
sy (9(s) =) 9(s (9(s) =y)™ L(g(s) —y)
Now, A > B — 1, and 2" L(z) is non-decreasing in z for z > B in case (i), so
o s) — s)—y\*tN
(72) < /f(Ay) (Lg(iqs() )—y)y‘3 <1 - (9(925) y) ) s
One can verify 1 — (1 —y/g(s))** < y/g(s), uniformly in y > 0,s > f(Ay), s

* L) -v) v,
D5 [0 Gt 79
As g(s) —y>(1 — A= Yg(s) for s> f(Ay), and I(x)=2"*L(z) is non-increasing,

(72) < y/oo L= A" Dg(s)) 5 (7.3)

fay)  gls)tte

Applying the uniform convergence theorem (Bingham et al., 1 989, Theorem 1.2.1)
to the slowly varying function L, substituting u = g(s), as uf’(u)II(u) is decreasing,
we conclude that uniformly in y > 0 (and so also uniformly in A > 0,y > g(h)),

2y [ SEDas—y [" =y [ i

f(Ay) 9\8

o0

< AP ATIAY) [ = Suf (A)TIAY) S uf T

Ay

Proof of Lemma /.8: First recall that by Theorem 3.14,

h t t
qh<y>=Whm exp ( [ s oio) ds - [ (Mats)yots) ds>.

t=o0 o(y)

Now, by (4.1) in Lemma 4.2, uniformly in h > 0,y > g(h),

/to(y) Pu(s)ds)| 5 /to(y) slog(s)t+e (1 * fly) — h) s

and 1/(f(y)—h) <1/f(6) < cosince y > g(h+ f(0)), so the py integral is bounded
uniformly in h > 0,y > g(h + f(6)). By Remark 4.5, [~ p(s)ds < co. For y >
g(h+ £(8)) > 6, f(Ay) > f(Ad), so taking A sufﬁciently large 1f necessary, to(y) :=
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f(Ay) v f(1+2/A) = f(Ay), then by Lemma 4.6, limsup,_, ., f;(Ay)(ﬁ(gZ(s)) -
TI(g(s)))ds < oo, and so we have uniformly in h > 0,y > g(h),
f(Ay)

an(y) S ®y(f(Ay)) exp <—/ H(Q(S))d8> :
1
For the converse inequality, as II is non-increasing, for y > g(h) (so f(y) > h),

/ (I(g(s) = I(g(s + h) —y))ds < / (I(g(s)) — I(g(s + h)))ds
§(Ay) 1 (Ay)

¢ t4h F(Ay)+h
5A HmmM—A HMWM<A T(g(s))ds

(Ay) (Ay)+h
9(f(Ay))) < hIl(y) < f(y)(y).
)

(
Then as y > g(h + f(6)) > ¢ and lim, o f(y)I(y) = 0 by (3.1) (recall f~! = g),
we conclude

f(Ay)
an(y) < ®p(f(Ay))exp <—/1 H(g(S))d8> :
O

Proof of Lemma /.9: In case (ia), with II(dz) = u(x)dz, u(z) has bounded decrease
and bounded increase, and as II is regularly varying at oo with index —a € (—1,0)
in case (i), it follows that IT has positive increase and bounded increase (see Bingham
et al., 1989, p71 for precise definitions of bounded decrease, bounded increase, and
positive increase). Thus we can apply Bingham et al. (1989, Prop 2.2.1), yielding
that zu(z) =< II(x) for all sufficiently large z, so
(g(h)de) _ wlg(hlg(h)do _ Tilg(ho)g(h)de .\ Lig(hye)
T(g(h) Mg(h)  g(h)eli(g(h)) L)

Proof of Lemma 4.10: For t > f(Ay), A>3V (B —1), as f is increasing,

t= f(Ay) = fly) = fly) = h.
For y >0, y > g(h), and s < f(y) — h, we have gl'(s) <0, so

h
P(Of”) — P (X, > g"(u),Yu < s) > P (X, >0,Yu<s) =1,
and we conclude, as required, that

(1) = /tIP’<O§Z)ds > /f(y)_hp(ogZ)ds = f(y) — h.
0 0
O

Proof of Lemma 5.1: By Markov’s inequality and (2), with A\ = log(1/H(t))/B(t),
P (Xt(O’A(t)) > B(t)>= P (e’\Xt(O’Am) > eAB(t))

gE[&Xﬁ‘““‘”]e*@téxp ¢ / " A e (TI(x) — TI(A(1)))dz | H (%)
0
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o A(t)
< exp <t1g(1B/(g(t))e’\A(t) /0 H(m)dw) H(t)

_ log(1/H(t)) _Aw A) _
= exp <tB(t)H(t) ® /o H(x)dx) H(t). (7.4)

Now, by Bingham et al. (1989, Theorem 2.6.1(b)), which applies as II has lower
index B(II) > —1 in cases (i) and (ii), there exists C' > 0 such that for all A(¢) > 1,

At) 1 B
/ T(z)dz < / Ti(z)dz + CTI(A(t)) A(t). (7.5)
0 0

Now, consider p(IT) := lim inf,_ o, log(II(x))/log(z), which satisfies p(IT) > B(IT) >
—1 by Bingham et al. (1989, Prop 2.2.5), so liminf,_,, log(II(z))/log(x) > 1, and
thus liminf, ,o 2Il(x) > 0. So uniformly among A(t) > 1,
fol I(x)dr < A(t)II(A(t)), and (5.1) follows from (7.4) and (7.5), as required. [

Acknowledgements

Thanks to Mladen Savov and Ronnie Loeffen for discussing this work at various
stages. Further thanks to an anonymous referee for their feedback on the paper.
Funding was provided by the EPSRC.

References

Aurzada, F., Kramm, T., and Savov, M. First passage times of Lévy processes
over a one-sided moving boundary. Markov Process. Related Fields, 21 (1), 1-38
(2015). MR3381222.

Barker, A. Fractal-dimensional properties of subordinators. J. Theoret. Probab.,
32 (3), 1202-1219 (2019). MR3979666.

Benjamini, I. and Berestycki, N. An integral test for the transience of a Brownian
path with limited local time. Ann. Inst. Henri Poincaré Probab. Stat., 47 (2),
539-558 (2011). MR2814422.

Berger, Q., den Hollander, F., and Poisat, J. Annealed scaling for a charged polymer
in dimensions two and higher. J. Phys. A, 51 (5), 054002, 37 (2018). MR3755571.

Bertoin, J. An extension of Pitman’s theorem for spectrally positive Lévy processes.
Ann. Probab., 20 (3), 1464-1483 (1992). MR1175272.

Bertoin, J. Splitting at the infimum and excursions in half-lines for random walks
and Lévy processes. Stochastic Process. Appl., 47 (1), 17-35 (1993). MR 1232850.

Bertoin, J. Lévy processes, volume 121 of Cambridge Tracts in Mathematics. Cam-
bridge University Press, Cambridge (1996). ISBN 0-521-56243-0. MR 1406564.

Bingham, N. H., Goldie, C. M., and Teugels, J. L. Regular variation, volume 27 of
Encyclopedia of Mathematics and its Applications. Cambridge University Press,
Cambridge (1989). ISBN 0-521-37943-1. MR1015093.

Biskup, M. and Louidor, O. Full extremal process, cluster law and freezing for the
two-dimensional discrete Gaussian free field. Adv. Math., 330, 589-687 (2018).
MR3787554.

Bogdan, K., Burdzy, K., and Chen, Z.-Q. Censored stable processes. Probab.
Theory Related Fields, 127 (1), 89-152 (2003). MR2006232.


http://www.ams.org/mathscinet-getitem?mr=MR3381222
http://www.ams.org/mathscinet-getitem?mr=MR3979666
http://www.ams.org/mathscinet-getitem?mr=MR2814422
http://www.ams.org/mathscinet-getitem?mr=MR3755571
http://www.ams.org/mathscinet-getitem?mr=MR1175272
http://www.ams.org/mathscinet-getitem?mr=MR1232850
http://www.ams.org/mathscinet-getitem?mr=MR1406564
http://www.ams.org/mathscinet-getitem?mr=MR1015093
http://www.ams.org/mathscinet-getitem?mr=MR3787554
http://www.ams.org/mathscinet-getitem?mr=MR2006232

1044 A. Barker

Bolthausen, E. Large deviations and interacting random walks. In Lectures on
probability theory and statistics (Saint-Flour, 1999), volume 1781 of Lecture Notes
in Math., pp. 1-124. Springer, Berlin (2002). MR 1915444,

Caravenna, F., den Hollander, F., and Pétrélis, N. Lectures on random polymers. In
Probability and statistical physics in two and more dimensions, volume 15 of Clay
Math. Proc., pp. 319-393. Amer. Math. Soc., Providence, RI (2012). MR3025394.

Cetin, U. Path transformations for local times of one-dimensional diffusions. Sto-
chastic Process. Appl., 128 (10), 3439-3465 (2018). MR3849815.

Chaumont, L. Conditionings and path decompositions for Lévy processes. Stochas-
tic Process. Appl., 64 (1), 39-54 (1996). MR1419491.

den Hollander, F. Der Zufall in der Chemie: Polymere. volume 79, pp. 69-77
(1999). MR1699770.

Denisov, D. and Wachtel, V. Conditional limit theorems for ordered random walks.
FElectron. J. Probab., 15, no. 11, 292-322 (2010). MR2609589.

Denisov, D. and Wachtel, V. Random walks in cones. Ann. Probab., 43 (3), 992
1044 (2015). MR3342657.

Djurci¢, D. O-regularly varying functions and strong asymptotic equivalence. J.
Math. Anal. Appl., 220 (2), 451-461 (1998). MR1614959.

Embrechts, P., Goldie, C. M., and Veraverbeke, N. Subexponentiality and infinite
divisibility. Z. Wahrsch. Verw. Gebiete, 49 (3), 335-347 (1979). MR547833.

Garbit, R. Brownian motion conditioned to stay in a cone. J. Math. Kyoto Univ.,
49 (3), 573-592 (2009). MR2583602.

Hu, Y., Khoshnevisan, D., and Wouts, M. Charged polymers in the attractive
regime: a first-order transition from Brownian scaling to four-point localization.
J. Stat. Phys., 144 (5), 948-977 (2011). MR2836614.

Kallenberg, O. Foundations of modern probability. Probability and its Applications
(New York). Springer-Verlag, New York, second edition (2002). ISBN 0-387-
95313-2. MRI1876169.

Kerkhoff, U. and Lerche, H. R. Boundary crossing distributions of random walks
related to the law of the iterated logarithm. Statist. Sinica, 23 (4), 1697-1715
(2013). MR3222816.

Kolb, M. and Savov, M. Transience and recurrence of a Brownian path with limited
local time. Ann. Probab., 44 (6), 4083-4132 (2016). MR3572332.

Kolb, M. and Savov, M. Conditional survival distributions of Brownian trajectories
in a one dimensional Poissonian environment in the critical case. FElectron. J.
Probab., 22, Paper No. 14, 29 (2017). MR3622884.

Ko6nig, W. and Schmid, P. Random walks conditioned to stay in Weyl chambers of
type C and D. Electron. Commun. Probab., 15, 286-296 (2010). MR2670195.
Lerche, H. R. Boundary crossing of Brownian motion. Its relation to the law of
the iterated logarithm and to sequential analysis, volume 40 of Lecture Notes in

Statistics. Springer-Verlag, Berlin (1986). ISBN 3-540-96433-9. MR&61122.

Mallein, B. Asymptotic of the maximal displacement in a branching random walk.
Grad. J. Math., 1 (2), 92-104 (2016). MR3850767.

Nolan, J. Stable Distributions - Models for Heavy Tailed Data. Birkhauser, Boston
(2018). In progress, Chapter 1 online at http://fs2.american.edu/jpnolan/
www/stable/stable.html.

Panti, H. On Lévy processes conditioned to avoid zero. ALEA Lat. Am. J. Probab.
Math. Stat., 14 (2), 657-690 (2017). MR3689384.


http://www.ams.org/mathscinet-getitem?mr=MR1915444
http://www.ams.org/mathscinet-getitem?mr=MR3025394
http://www.ams.org/mathscinet-getitem?mr=MR3849815
http://www.ams.org/mathscinet-getitem?mr=MR1419491
http://www.ams.org/mathscinet-getitem?mr=MR1699770
http://www.ams.org/mathscinet-getitem?mr=MR2609589
http://www.ams.org/mathscinet-getitem?mr=MR3342657
http://www.ams.org/mathscinet-getitem?mr=MR1614959
http://www.ams.org/mathscinet-getitem?mr=MR547833
http://www.ams.org/mathscinet-getitem?mr=MR2583602
http://www.ams.org/mathscinet-getitem?mr=MR2836614
http://www.ams.org/mathscinet-getitem?mr=MR1876169
http://www.ams.org/mathscinet-getitem?mr=MR3222816
http://www.ams.org/mathscinet-getitem?mr=MR3572332
http://www.ams.org/mathscinet-getitem?mr=MR3622884
http://www.ams.org/mathscinet-getitem?mr=MR2670195
http://www.ams.org/mathscinet-getitem?mr=MR861122
http://www.ams.org/mathscinet-getitem?mr=MR3850767
http://fs2.american.edu/jpnolan/www/stable/stable.html
http://fs2.american.edu/jpnolan/www/stable/stable.html
http://www.ams.org/mathscinet-getitem?mr=MR3689384

Markov Processes with Constrained Local Time 1045

Pardo, J. C. On the rate of growth of Lévy processes with no positive jumps
conditioned to stay positive. Electron. Commun. Probab., 13, 494-506 (2008).
MR2447836.

Pitman, J. W. One-dimensional Brownian motion and the three-dimensional Bessel
process. Advances in Appl. Probability, 7 (3), 511-526 (1975). MR375485.

Potzelberger, K. and Wang, L. Boundary crossing probability for Brownian motion.
J. Appl. Probab., 38 (1), 152-164 (2001). MR1816120.

Roynette, B., Vallois, P., and Yor, M. Some penalisations of the Wiener measure.
Jpn. J. Math., 1 (1), 263-290 (2006). MR2261065.

Roynette, B., Vallois, P., and Yor, M. Penalizing a BES(d) process (0 < d < 2)
with a function of its local time. V. Studia Sci. Math. Hungar., 45 (1), 67-124
(2008). MR2401169.

Salminen, P. and Vallois, P. On subexponentiality of the Lévy measure of the diffu-
sion inverse local time; with applications to penalizations. FElectron. J. Probab.,
14, no. 67, 1963-1991 (2009). MR2540855.

van der Hofstad, R. and Klenke, A. Self-attractive random polymers. Ann. Appl.
Probab., 11 (4), 1079-1115 (2001). MR1878291.

van der Hofstad, R. and Konig, W. A survey of one-dimensional random polymers.
J. Statist. Phys., 103 (5-6), 915-944 (2001). MR1851362.

Wachtel, V. I. and Denisov, D. E. An exact asymptotics for the moment of crossing
a curved boundary by an asymptotically stable random walk. Theory Probab.
Appl., 60 (3), 481-500 (2016). MR3568792.

Westwater, M. J. On Edwards’ model for long polymer chains. Comm. Math. Phys.,
72 (2), 131-174 (1980). MR573702.

Yakymiv, A. L. On the asymptotics of the density of an infinitely divisible dis-
tribution at infinity. Teor. Veroyatnost. i Primenen., 47 (1), 80-89 (2002).
MR1978697.

Yano, K., Yano, Y., and Yor, M. Penalising symmetric stable Lévy paths. J. Math.
Soc. Japan, 61 (3), 757-798 (2009). MR2552915.


http://www.ams.org/mathscinet-getitem?mr=MR2447836
http://www.ams.org/mathscinet-getitem?mr=MR375485
http://www.ams.org/mathscinet-getitem?mr=MR1816120
http://www.ams.org/mathscinet-getitem?mr=MR2261065
http://www.ams.org/mathscinet-getitem?mr=MR2401169
http://www.ams.org/mathscinet-getitem?mr=MR2540855
http://www.ams.org/mathscinet-getitem?mr=MR1878291
http://www.ams.org/mathscinet-getitem?mr=MR1851362
http://www.ams.org/mathscinet-getitem?mr=MR3568792
http://www.ams.org/mathscinet-getitem?mr=MR573702
http://www.ams.org/mathscinet-getitem?mr=MR1978697
http://www.ams.org/mathscinet-getitem?mr=MR2552915

	1. Introduction
	2. Key Definitions
	3. Statements of Main Results
	3.1. Regularity Conditions
	3.2. Results in the I(f)<infinity Case
	3.3. Results in the I(f)=infinity Case

	4. Proofs of Main Results
	4.1. Proofs in the I(f)<infinity Case 
	4.2. Proofs in the I(f)=infinity Case 

	5. Proof of Lemma 4.2
	6. Proof of Lemma 4.7
	7. Proofs of Auxiliary Lemmas
	Acknowledgements
	References

