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1. Introduction and Main Results

The voter model is an interacting particle system which models the evolution of
opinions in a population of voters. In the classical version, the voters are vertices
of Zd which can hold the opinion “0” or “1” and the model evolves in continuous-
time by having each vertex change its opinion at a rate proportional to the number
of dissenting neighbors, see Liggett (1985). With these dynamics, it is clear that
consensus is an absorbing state and early investigations of the model were interested
in the time required to reach consensus and characterization of nontrivial invariant
measures. Besides regular lattices, the voter model has also been studied in discrete-
time on heterogeneous graphs where it was shown in Sood and Redner (2005)
to display markedly different behavior, see also Cooper and Rivera (2016) where
it is referred to as the asynchronous pull model. Additionally, there are further
extensions of the model which more closely approximate reality, see Redner (2019)
for a recent survey.

In this paper, we study the discrete-time voter model on the complete bipartite
graphs Kn,m. These are heterogeneous graphs whose vertex set can be partitioned
into two groups, a “large” group L of size n and a “small” group S of size m, where
each vertex of L is connected to all of the vertices of S and vice versa, and there
are no connections between vertices in the same group. While the time required
to reach consensus in the voter model on Kn,m and its behavior on the way to
consensus have already been studied in Sood and Redner (2005), we investigate
what happens when consensus is conditioned to never occur. More specifically, we
study the quasi-stationary distribution (QSD) for the voter model on Kn,m.

Loosely speaking, a QSD for a Markov chain with absorbing states is a station-
ary distribution for the chain conditioned on nonabsorption, see Section 2 for a
precise definition. In the case of the voter model on Kn,m, one might ask what the
distribution of opinions typically looks like if consensus hasn’t been reached after
a long time. Is the lack of consensus due to a small minority of dissenters or are
the opinions relatively balanced? If n � m, does the distribution of opinions on
L differ qualitatively from that of S? In order to give a concise answer to these
questions, we fix m and find the limit in distribution of the sequence of QSDs as
n → ∞. We point to the case of the voter model on the complete graphs Kn in
Example 4.3 as evidence that even the existence of a limiting distribution is not
obvious.

Before stating our main results, we recall from Devroye (1993); Johnson et al.
(2005) that the Sibuya distribution with parameter γ ∈ (0, 1] is a probability dis-
tribution on Z+ = {1, 2, . . . } with probability mass function fγ and probability
generating function φγ given by

fγ(k) =
γ

k!

k−1∏
j=1

(j − γ), k ∈ Z+,

φγ(z) = 1− (1− z)γ , |z| ≤ 1.

(1.1)

When γ ∈ (0, 1), the Sibuya distribution is heavy tailed and we note from Christoph
and Schreiber (2000) that in this case fγ decays according to a power law with

fγ(k) ∼ 1

π
sin(γπ)Γ(1 + γ)

1

kγ+1
as k →∞.
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We denote this probability distribution by Sib(γ). See Kozubowski and Podgórski
(2018); Letac (2019); Huillet (2020) for some recent applications of the Sibuya
distribution. We also use Bern(p) to denote a Bernoulli random variable which
takes the values 1 and 0 with probability p and 1− p, respectively.
Theorem 1.1. Let C ∼ Bern(1/2) and D ∼ Sib(γm) be independent, with

γm = 2

(
1−

√
1− 1

2m

)
.

Then the distribution of opinions under the QSD for the voter model on Kn,m as
n→∞ converges weakly to the following:

(1) All vertices of S have opinion C.
(2) All but D vertices in L have opinion C.

Corollary 1.2. The distribution of the number of disagreements along edges in
Kn,m under the QSD tends to mD, where D ∼ Sib(γm).

The proof of Theorem 1.1 will be given at the end of Section 5. The rest of the
paper is organized as follows. In Section 2 we recall some important facts from the
theory of quasi-stationary distributions for finite state Markov chains. We describe
the voter model on general finite graphs in Section 3. In Section 4, we develop for
general finite graphs a discrete-time analogue of the well-known duality between
the continuous-time voter model and coalescing random walks. We use this duality
in Section 5 to compute explicitly the geometric tail of the time to consensus in the
voter model on Kn,m and subsequently prove our main results.

2. Quasi-Stationary Distributions

Here we give a quick summary of the theory of quasi-stationary distributions for
finite state Markov chains, see Collet et al. (2013) for more details. To this end,
suppose that Y = (Yt : t ∈ Z+) is a Markov chain on a finite state space Ω̄ with
transition function S̄. Recall that a state i is absorbing if

Pi(Y1 = i) = 1.

We will assume
(1) ∆, the set of all absorbing states, is nontrivial: it is not empty and its

complement is not empty; and
(2) ∆ is accessible from every state. That is, for every state i, there exists

t ∈ Z+ such that
Pi(Yt ∈ ∆) > 0.

Letting
τ = inf{t ∈ Z+ : Yt ∈ ∆},

it follows from our assumptions that τ <∞ almost surely under any initial distri-
bution. Let S denote the substochastic transition function obtained by restricting
S̄ to the complement of ∆ in Ω̄. We denote this complement by Ω. In other words,
S is the principal submatrix obtained from S̄ by removing all rows and columns
corresponding to states in ∆. Let µ be an initial distribution for Y whose support
is contained in Ω. As there is no risk of ambiguity, we will abuse notation and also
denote its restriction to Ω by µ. We have
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Pµ(Yt = j, τ > t) = µSt(j).

In particular,

Pµ(τ > t) = µSt1 =
∑
j∈Ω

µSt(j).

Furthermore,
lim
t→∞

Pµ(τ > t)1/t

exists. Moreover, if one considers the restriction of S to the states accessible from
the support of µ, then the limit above coincides with spectral radius of the resulting
principal submatrix.

A probability distribution ν on Ω̄ is called a quasi-stationary distribution (QSD)
if

Pν(Yt = j|τ > t) = ν(j), j ∈ Ω. (2.1)

for all t ∈ Z+. Clearly, ν is then supported on Ω, and therefore will be viewed as a
probability measure on Ω. Furthermore, (2.1) can be rewritten as

νStej
νSt1

=
νSt(j)

Cν(t)
= ν(j),

where ej(k) = 1 if k = j and 0 otherwise, and Cν(t) =
∑
k∈Ω νS

t(k). Equivalently,

νSt = Cν(t)ν.

Plugging t = 1 into the above equation leads to the following well-known result.

Proposition 2.1.
(1) A probability vector ν on Ω is a QSD if and only if ν is a left eigenvector

for S with a strictly positive eigenvalue λ. That is, if

νS = λν,

with λ being the spectral radius of S restricted to the linear space spanned
by the indicators of the support of ν.

(2) If ν is a QSD, then the distribution of τ under Pν is geometric with param-
eter 1− λ.

As for existence and uniqueness of the QSD, as well as for convergence of the
conditioned chain to the QSD, the Perron-Frobenius theorem (Horn and Johnson,
2013, Theorem 8.4.4) and the limit theorem for primitive matrices (Horn and John-
son, 2013, Theorems 8.5.1 and 8.5.3) yield the following result.

Theorem 2.2.
(1) If S is irreducible then there exists a unique QSD.
(2) If S is irreducible and aperiodic (also known as primitive), then for any

initial distribution µ,

lim
t→∞

Pµ(Yt ∈ · |τ > t) = ν,

where ν is the unique QSD.
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3. Voter Model on a Finite Graph

Let G = (V,E) be a finite, connected graph with vertex set V and edge set E. A
coloring of G is a function f from the V to the nonnegative integers. The number
assigned to vertex v ∈ V by f , namely f(v), is the color of v or the opinion of v. We
will use the terms “color” and “opinion” interchangeably. The model we will study
in this paper is a discrete-time version of the voter model on G. This is a Markov
chain on the colorings of G which evolves during each unit of time as follows. A
vertex is picked uniformly, this vertex samples a neighbor uniformly, then the former
vertex adopts the opinion of the latter. We say that two neighboring vertices are in
agreement if their colors are identical. Otherwise, they are in disagreement. States
with no disagreements are consensus states. Note that the set of absorbing states
is the set of consensus states.

Since G is connected, the model reaches a consensus with probability 1. This is
because by construction there is positive probability to reach a consensus from any
state within a certain number of steps. Since the graph is finite, this implies that
the time to reach a consensus is dominated by a geometric random variable.

We write η = (ηt : t ∈ Z+) for the discrete-time voter model on G, with ηt(v)
representing the color (or opinion) of vertex v at time t. A state of the system is
therefore a coloring η : V → Z+ of G. The probability of a transition from η to η′
is positive if and only if there exists (v, v′) ∈ V × V such that

(1) {v, v′} ∈ E;
(2) η′(v) = η(v′); and
(3) η′(u) = η(u) for all u 6= v.

Now if the pair η and η′ satisfy the above conditions, then a transition is obtained
by first uniformly sampling the vertex v among all those for which a matching v′
exists, and then adopting the opinion of v′. This leads to the following transition
function:

p(η, η′) =
1

|V |
∑
v∈V

∑
v′∼v

1η′(v)

(
η(v′)

)
deg(v)

∏
u 6=v

1η′(u)

(
η(u)

)
. (3.1)

All other transitions are not allowed.
Bringing the discussion from Section 2 into the context of the voter model on G,

the absorption time τ is the time of first consensus, that is

τ = inf{t ∈ Z+ : ηt(v) = ηt(v
′) for all v, v′ ∈ V }. (3.2)

Using the subscript V to designate voter model, we write λV(G,µ) for the spectral
radius associated with the initial distribution µ,

λV(G,µ) = lim
t→∞

Pµ(τ > t)1/t. (3.3)

4. Coalescing Random Walks and Time to Absorption

The key to our analysis is based on the duality between the continuous-time voter
model and coalescing random walks. This duality is well known and the reader is
directed to Durrett (1988); Aldous and Fill (2002); Oliveira (2012) and references
therein for an exposition. In this section, we develop a discrete-time analogue of
this duality. For the purposes of presentation and in order to make it useful for
future work, we will consider the voter model on a general finite connected graph
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G = (V,E). As far as the authors know, such a general treatment of this duality
in discrete-time hasn’t appeared in the literature before.

The first step towards finding a QSD is identifying λV(G,µ). This is a non-
trivial problem in general. The connection with coalescing random walks that will
be described in this section simplifies the analysis of the time until consensus by
identifying the distribution of τ with the distribution of the time until two random
walks on the graph first meet. The idea is to describe the “flow” or propagation of
opinions back in time, tracing whose opinion each vertex inherited from previous
steps, going all the way back to time zero. Following the origin of an opinion of a
given vertex backward in time is a random walk on the graph, and the family of
resulting random walks, indexed by the vertices of the graph, is a process known
as coalescing random walks.

In passing from time t − 1 to t in the voter model, we first uniformly select a
vertex v, then uniformly select a neighbor u and assign ηt(v) = ηt−1(u). For each
t ∈ {1, 2, . . . }, the sampling of vertex v and its neighbor is independent of and
identically distributed as the respective sampling for other times. Furthermore,
this sampling is also independent of the actual opinions up to time t− 1. Fix some
time T ∈ Z+. We will construct a random directed graph GT on V × {0, . . . , T}
which would represent the same process, but with time reversed. Why reverse
time? Because we eventually want to trace whose original opinion (opinion at time
0) each of the vertices holds at time T . Below we denote a directed arrow from
(u, n) ∈ V × {0, . . . , T} to (u′, n′) ∈ V × {0, . . . , T} by (u, n)→ (u′, n′).

We now describe the construction. This is done in three steps.

1. Adopting others’ opinions. If at time t = T −n the vertex v is selected to adopt
the opinion of vertex u at time t− 1 = T − (n+ 1), we will draw a directed arrow
from (v, n) to (u, n + 1). We begin from t = T , and end at t = 1. This describes
which vertex got whose opinion and when. See Figure 4.1 for an illustration of this
procedure on a star graph with T = 6. Note that the t-time of the voter model
runs from left to right while the n-time of the random directed graph runs from
right to left.

2. Keeping one’s opinion. Since all vertices but one keep their opinions from time
t− 1 to time t, we add arrows to represent this as well. To do that let h(n) denote
the unique vertex (v, n) with an arrow to some (u, n + 1), as obtained in Step 1.
For all v ∈ V − {h(n)}, we draw an arrow from (v, n) to (v, n+ 1). See Figure 4.2
for an illustration of this stage.

3. Removing useless arrows. At the end of Step 2, for every v ∈ V there exists
a unique path from (v, 0) to (·, T ). That is, given v ∈ V , the unique path is a
sequence (v0 = v, 0)→ (v1, 1)→ . . . (vT , T ) where vn+1 is the unique vertex v ∈ V
satisfying (vn, n)→ (v, n+ 1). Since the path is determined by the choice of v and
T , we denote it by XT (v) = (XT

n (v) : n = 0, . . . , T ), where XT
n (v) = vn. An arrow

is useless if no path (v, 0) → · · · → (vT , T ) uses it. We will remove those from
our graph GT . With this our construction is complete. This stage is illustrated in
Figure 4.3.

Now that we have completed the construction of the random graphs, we do some
analysis. Each of the random graphs is determined by Step 1 while Steps 2 and
3 are deterministic functions of it. From our construction, for each v ∈ V , XT (v)
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Figure 4.1. Realization of the voter model on a simple star graph
as a function of time. Vertices are the circles, labeled 0,±1 and
edges are the vertical line segments. Opinion at each vertex is the
letter inscribed in the circle. The time for the voter model appears
at the bottom, while reversed time, the second component in the
vertices of the random graph GT , appears at the top. An arrow
from (v, n) to vertex (u, n+1) represents vertex v adopting at time
t = T − n the opinion of vertex u at time t− 1 = T − (n+ 1).
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Figure 4.2. Same realization as Figure 4.1, with dashed horizon-
tal arrows representing vertices keeping their opinion.
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Figure 4.3. The random graph G6, obtained after removing use-
less arrows from Figure 4.2. The path of the random walk X6(−1)
has a shadow.
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is a Markov chain on G whose initial distribution is the point-mass at v and with
transition function

p(u, u) =
|V | − 1

|V | , p(u,w) =
1

|V |
1

deg(u)
, {u,w} ∈ E.

Equivalently, XT (v) is a lazy random walk on G which starts at v and has proba-
bility 1− 1

|V | of staying put at each step.
Next we define a system of coupled random walks Y = (Y (v) : v ∈ V ) whose

distribution up to time T coincides with that of XT . We begin by setting Y0(v) = v
for each v ∈ V . Assuming that Ys(·) is defined for s ≤ t, we uniformly and
independently sample v ∈ V and a neighbor u of v. If Yt(·) 6= v, then we set
Yt+1(·) = Yt(·). Otherwise we set Yt+1(·) = u. We will refer to Y as the coalescing
random walks. Note that the joint distribution of the walks XT (v), v ∈ V coincides
with the restriction of the coalescing random walks to the time interval {0, . . . , T}.

For any two distinct vertices v, v′ ∈ V , let

σTv,v′ = inf{n ∈ {0, . . . , T} : XT
n (v) = XT

n (v′)}, with inf ∅ =∞,
and let

σv,v′ = inf{n ∈ Z+ : Yn(v) = Yn(v′)}.
Then

P (σTv,v′ = t) = P (σv,v′ = t), t ≤ T. (4.1)
Also, let

σ = max
v,v′

σv,v′ .

Continuing, assume that initially all opinions are distinct. Without loss of gen-
erality this can be expressed as η0(v) = v, v ∈ V . We denote this initial state of
the system by i. Observe the following:

(1) Under Pi, the distribution of τ , the consensus time, and of σ coincide.
(2) Let µ be any initial distribution for the voter model on G. Then the distri-

bution of τ under Pµ is stochastically dominated by its distribution under
Pi.

Before we continue, we would like to recall a fundamental but useful fact. Suppose
that η is a Z+-valued random variable with the property that for some λ ∈ [0, 1],

λ = lim
n→∞

P (η > n)1/n.

Letting ρ ≥ 1, we can write

E[ρη] =

∞∑
k=1

ρk
(
P (η > k − 1)− P (η > k)

)
= ρ+ (ρ− 1)

∞∑
k=1

ρkP (η > k), (4.2)

and therefore it follows from the Cauchy-Hadamard theorem that the radius of
convergence of the power series on the right-hand side of (4.2) is 1/λ. In particular,

1

λ
= sup{ρ : E[ρη] <∞}. (4.3)

Now define
λCRW(G) = lim

n→∞
P (σ > n)1/n

and recall that
λV(G,µ) = lim

n→∞
Pµ(τ > n)1/n.
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Both limits exists as σ and τ are hitting times of finite-state Markov chains and
decay geometrically (possibly with a polynomial correction). Therefore it follows
from (4.3) that

1

λCRW(G)
= sup{ρ : E[ρσ] <∞}, (4.4)

as well as
1

λV(G,µ)
= sup{ρ : Eµ[ρτ ] <∞}. (4.5)

The observations above also imply

λV(G,µ) ≤ λCRW(G), (4.6)

and µ = i is a sufficient condition for equality.
We will now examine other sufficient conditions for an equality. For ρ ≥ 1,

max
v,v′

E[ρσv,v′ ] ≤ E[ρσ] ≤
∑
v,v′

E[ρσv,v′ ]. (4.7)

It therefore follows that E[ρσ] < ∞ if and only if maxv,v′ E[ρσv,v′ ] < ∞. Now we
can write

λCRW(G) = 1/ sup{ρ : max
v,v′

E[ρσv,v′ ] <∞}

= max
v,v′

1/ sup{ρ : E[ρσv,v′ ] <∞}

= max
v,v′

lim
n→∞

P (σv,v′ > n)1/n

= lim
n→∞

(
max
v,v′

P (σv,v′ > n)

)1/n

(4.8)

where the first equality follows from (4.4) and (4.7) and the third equality uses
(4.3).

Fix t ≥ 0 and let v, v′ ∈ V be distinct. If Xt
t (v) = u 6= u′ = Xt

t (v
′) and

η0(u) 6= η0(u′), then necessarily ηt(v) = η0(u) and ηt(v
′) = η0(u′), hence τ > t.

Summing, we have

Pµ(τ > t) ≥
∑
u,u′

Pµ
(
Xt
t (v) = u,Xt

t (v
′) = u′, η0(u) 6= η0(u′)

)
,

and we can sum over all u, u′ because η0(u) 6= η0(u′) implies u 6= u′. Since η0 is
independent of the random walk, we can decouple the condition on the random
walk from the condition on the initial opinions, and limit the summation only to
pairs u, u′ where u 6= u′. Using (4.1), this gives

Pµ(τ > t) ≥
∑
u6=u′

P
(
Xt
t (v) = u,Xt

t (v
′) = u′

)
Pµ
(
η0(u) 6= η0(u′)

)
≥
∑
u6=u′

P
(
Xt
t (v) = u,Xt

t (v
′) = u′

)
c

= P (σv,v′ > t) c

where
c = min

u6=u′
Pµ
(
η0(u) 6= η0(u′)

)
≥ Pµ(all initial opinions are distinct).

(4.9)
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As long as c > 0, this implies that the geometric decay of τ starting from µ is at
least as slow as that of σv,v′ . Since v, v′ were arbitrary, it follows from (4.8) that

λCRW(G) ≤ λV(G,µ). (4.10)

In view of (4.6) and (4.9), we have established an equality in the case where with
positive probability, all initial opinions are distinct.

Next, we relax the condition for equality a little further. Suppose that µ0 is an
initial distribution on any number of opinions such that for some t0, Pµ0

(ηt0(u) 6=
ηt0(u′)) > 0 for all u 6= u′. Denote the distribution of ηt0 by µ and note that
λV(G,µ) = λCRW(G) follows from (4.6), (4.9), and (4.10). For any ρ ≥ 1, we can
use the Markov property to write

Eµ0 [ρτ ] ≥ Eµ0 [ρτ , τ > t0]

= Eµ0

[(
1− 1{τ≤t0}

)
ρt0Eηt0 [ρτ ]

]
= ρt0

(
Eµ0

[
Eηt0 [ρτ ]

]
− Eµ0

[
1{τ≤t0}Eηt0 [ρτ ]

] )
≥ ρt0 (Eµ [ρτ ]− 1) .

Hence if Eµ [ρτ ] is infinite, then so is Eµ0
[ρτ ]. Therefore, it follows from (4.5) that

λV(G,µ0) ≥ λV(G,µ). Thus λV(G,µ0) = λCRW(G) and we have proved the next
proposition.

Proposition 4.1. Let G = (V,E) be a finite connected graph.
(1) For any initial opinion distribution µ

λV(G,µ) ≤ λCRW(G).

(2) An equality holds in each of the following cases:
(a) With positive probability, all initial opinions are distinct.
(b) There exists t ≥ 0, such that for every distinct u, u′ ∈ V , Pµ(ηt(u) 6=

ηt(u
′)) > 0.

An important observation is that we can always attain an equality with only two
opinions.

Corollary 4.2. Let G = (V,E) be a finite connected graph and suppose that µ
is the initial distribution on the opinions {0, 1} where all vertices have opinion 0
except for one uniformly chosen vertex which has opinion 1. Then

λV(G,µ) = λCRW(G).

Example 4.3. This case was treated in Dickman and Vidigal (2002, Section 5) for
the continuous-time analogue. Let Kn be the complete graph with n vertices and
consider the voter model on Kn for n ≥ 3 with two opinions: “yes” and “no”.
This Markov chain, when restricted to the nonabsorbing states, is irreducible and
aperiodic. Hence it follows from Theorem 2.2 that the chain conditioned on nonab-
sorption converges to the unique QSD. Writing down the eigenvalue equation from
Proposition 2.1, we have

λ νn(k) =
k(k − 1) + (n− k)(n− k − 1)

n(n− 1)
νn(k)

+
(k + 1)(n− k − 1)

n(n− 1)
νn(k + 1) +

(n− k + 1)(k − 1)

n(n− 1)
νn(k − 1),
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where k represents the number of “yes” opinions, and νn(0) = νn(n) = 0. Letting
A = k and B = n − k, the numerators on the right-hand side are equal to A2 −
A + B2 − B, AB + B − A − 1, AB + A − B − 1, and adding them up gives us
A2 + B2 + 2AB − (A + B) − 2 = n(n − 1) − 2. Therefore, the equation is solved
by choosing νn(k) = 1

n−1 and λ = n(n−1)−2
n(n−1) = 1 − 2

n(n−1) . Proposition 4.1-2b
gives λV(Kn, µ) = λCRW(Kn), whenever µ is not supported on consensus states,
due to the above claimed irreducibility. Given two walkers at different vertices, the
probability that they meet in the next step is 2

n(n−1) , so it follows from (4.8) that
λCRW(Kn) = 1 − 2

n(n−1) , as established above through a direct calculation of the
QSD.

Summarizing, the QSD for the voter model on the complete graph Kn is uniform
on the nonabsorbing states. In particular, the QSDs do not converge to a probability
distribution as n→∞. As we will see in Section 5, the situation is more interesting
for the complete bipartite graphs Kn,m.

5. Voter model on Complete Bipartite Graphs

LetKn,m = (V,E) be the bipartite graph whose vertex V set is the disjoint union
of L and S, where |L| = n, |S| = m, m ≤ n, and its edge set is E = {{l, s} : l ∈
L, s ∈ S}. Though these graphs are quite simple, an interesting structure appears
when considering the behavior of the voter model conditioned on not reaching
consensus for a long time.

We will study QSDs for the voter model on Kn,m with two opinions, “0” and “1”,
also referred to as “no” and “yes”, respectively. As noted before, we assume m ≤ n.
We will also impose the following additional constraints which we need in order to
guarantee irreducibility:

m ≥ 2 or
m = 1 and n ≥ 3.

(5.1)

The set ∆ of absorbing states for the voter model on Kn,m is given by

∆ = {η : η ≡ 0 or η ≡ 1}.
In addition, the states in

BP := {η : η(l) = 1− η(s), l ∈ L, s ∈ S}
are not accessible from any state not in BP . We will therefore eliminate the subsets
∆ and BP from our state space for the model. A routine argument shows that under
(5.1), the 2-opinion voter model is now irreducible and aperiodic. Hence it follows
from Theorem 2.2 and Proposition 4.1 that starting from any initial distribution
µ supported on (∆ ∪BP )c and conditioning on not reaching consensus, the model
converges to the unique QSD which is also supported on (∆∪BP )c. We denote this
QSD by πn,m and note that it is a left eigenvector corresponding to the eigenvalue
λn,m = λV(Kn,m, µ) = λCRW(Kn,m) for the restriction of the transition function of
the voter model to (∆ ∪BP )c.

To continue our analysis, we will exploit the symmetry among vertices within
each group. Instead of following the opinion on each vertex, we will follow the
number of “yes” opinions in each of the groups S and L. This leads to a Markov
chain on the state space {0, . . . , n} × {0, . . . ,m}. Each state is an ordered pair
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(k, h), with k representing the number of “yes” in group L and h representing the
number of “yes” in S. Observe that the only allowed transitions are the following:

(1) (k, h)→ (k+1, h). This happens if a “no” vertex in L is sampled and adopts
a “yes” from S. The probability of such a transition is therefore n−k

n+m
h
m .

(2) (k, h) → (k − 1, h). This happens if a “yes” vertex in L is sampled and
adopts a “no” from S. The probability is therefore k

n+m
m−h
m .

(3) (k, h) → (k, h + 1). This is item 1. above with the roles of L and S
interchanged and hence occurs with probability m−h

n+m
k
n .

(4) (k, h) → (k, h − 1). This is item 2. above with the roles of L and S
interchanged. Similarly, this happens with probability h

n+m
n−k
n .

(5) (k, h)→ (k, h). This happens with probability k
n+m

h
m+ h

n+m
k
n+ n−k

n+m
m−h
m +

m−h
n+m

n−k
n = kh+(n−k)(m−h)

nm .
Of course, (0, 0), (n,m) are the unique absorbing states, and the set BP collapses
into two states, (0,m) and (n, 0), not accessible from any other state. Thus elimi-
nating these four states, the chain is irreducible. As a result, it possesses a unique
QSD which we denote by µn,m. Recall that λn,m = λCRW(Kn,m) coincides with the
geometric rate of the time to absorption in the voter model. The absorption time
for the new chain from any initial state coincides with the time to absorption for the
voter model starting from any state with matching numbers of opinions in both S
and L, therefore, it follows from Proposition 2.1 that the eigenvalue corresponding
to µn,m is equal to λn,m. Now fix any state (k, h) for our new chain. By looking at
all possible transitions we obtain the following equation for µn,m:

λn,m µn,m(k, h) = µn,m(k, h)
kh+ (n− k)(m− h)

nm

+ µn,m(k − 1, h)
(n− k + 1)h

m(n+m)
+ µn,m(k + 1, h)

(k + 1)(m− h)

m(n+m)

+ µn,m(k, h− 1)
(m− h+ 1)k

n(n+m)
+ µn,m(k, h+ 1)

(h+ 1)(n− k)

n(n+m)
.

(5.2)

In order to extract more information, we first compute λn,m.

Proposition 5.1.

λn,m = λCRW(Kn,m) = 1− 2

n+m

(
1−

√
1− 1

2n
− 1

2m

)
= 1− γn,m

n+m
,

where

γn,m = 2

(
1−

√
1− 1

2n
− 1

2m

)
.

Proof : We assume first m > 1. From (4.8) it is enough to consider only two
coalescing random walks on Kn,m. The two CRW paths can be in either one of the
following states: both walks are in different vertices of L, both walks are in different
vertices of S, one walk is in S and another in L, or they are both at the same vertex.
Label these four states of the system as 1, 2, 3, 4, respectively. Of course, 4 is the
absorbing state for the CRW, so we will omit it from our calculations. From each
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of the states 1, 2, 3, the system will stay put with probability 1− 2
n+m . From state

1 the system can transition to 3 with probability 2
n+m , and similarly, from state 2

the system can transition to state 3 with probability 2
n+m . Finally, from state 3,

the system can transition to 1 or to 2 with respective probabilities 1
n+m

n−1
n and

1
n+m

m−1
m . As a result the substochastic transition function on states 1, 2, 3 is

 n+m−2
n+m 0 2

n+m

0 n+m−2
n+m

2
n+m

1
n+m

n−1
n

1
n+m

m−1
m

n+m−2
n+m

 . (5.3)

Since from both states 1 and 2 the transitions are either to themselves with the
same probability, or to 3 with the complementary probability, we can consolidate
these states into one, leading to the matrix( n+m−2

n+m
2

n+m
1

n+m

(
n−1
n + m−1

m

)
n+m−2
n+m

)
. (5.4)

The characteristic equation is

(
λ− n+m− 2

n+m

)2

− 2

(n+m)2

2mn−m− n
nm

= 0.

Therefore the two eigenvalues, λ+ and λ−, are given by

λ± = 1− 2

n+m
± 1

n+m

√
4− 2

n
− 2

m

= 1− 2

n+m

(
1±

√
1− 1

2n
− 1

2m

)
,

and the largest eigenvalue is obtained by choosing λ− (using the “−” sign), giving
the expression in the statement.

It remains to consider the case m = 1. In this case, state 2 is not possible. We
therefore eliminate the second row and the second column from (5.3), ending up
with the matrix (5.4) and then continue as before. �

The next result gives a more direct connection between λn,m and µn,m.

Proposition 5.2.

λn,m = 1− 2

n+m

(
µn,m(1, 0) + µn,m(0, 1)

)
Proof : Let (K,H) be a random vector representing the number of “yes” in L and S,
respectively, whose distribution is µn,m. Recalling that µn,m(0, 0) = µn,m(n,m) =
0, we can sum both sides of (5.2) over −1 ≤ k ≤ n+ 1 and −1 ≤ h ≤ m+ 1 while
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eliminating from the sum the pairs (k, h) = (0, 0) and (k, h) = (n,m) to obtain

λn,m =
1

nm

(
E[KH] + E[(n−K)(m−H)]

)
+

1

m(n+m)

(
E[(n−K)H]− µn,m(n− 1,m)m

)
+

1

m(n+m)

(
E[K(m−H)]− µn,m(1, 0)m

)
+

1

n(n+m)

(
E[(m−H)K]− µn,m(n,m− 1)n

)
+

1

n(n+m)

(
E[H(n−K)]− µn,m(0, 1)n

)
=1− 1

n+m

(
µn,m(n− 1,m) + µn,m(1, 0) + µn,m(n,m− 1) + µn,m(0, 1)

)
=1− 2

n+m

(
µn,m(1, 0) + µn,m(0, 1)

)
where the last equality follows from invariance under relabeling of the two opinions.

�

We now show how to use this proposition to compute µn,1(j, 0). As the state
(0, 1) is in BP and not in the support of µn,1, using Proposition 5.2 along with
Proposition 5.1 gives

µn,1(1, 0) =
n+ 1

2
(1− λn,1) = 1−

√
1

2
− 1

2n

=
γn,1

2
.

(5.5)

Writing out (5.2) for this case leaves us with(
λn,1 −

n− k
n

)
µn,1(k, 0) = µn,1(k + 1, 0)

k + 1

n+ 1
+ µn,1(k, 1)

n− k
n(n+ 1)

.

Due to invariance under relabeling of the two opinions, we have µn,1(k, 1) = µn,1(n−
k, 0). In addition, from Proposition 5.1 we have

λn,1 −
n− k
n

=
k

n
− γn,1
n+ 1

.

We therefore obtain the equation(
k

n
− γn,1
n+ 1

)
µn,1(k, 0) = µn,1(k + 1, 0)

k + 1

n+ 1
+ µn,1(n− k, 0)

n− k
n(n+ 1)

. (5.6)

This nonlocal recurrence relation can be solved through iteration. Having calculated
µn,1(1, 0) in (5.5) and recalling that µn,1(n, 0) = 0, we can plug k = n−1 into (5.6)
and obtain (

n− 1

n
− γn,1
n+ 1

)
µn,1(n− 1, 0) = µn,1(1, 0)

1

n(n+ 1)
,

or
µn,1(n− 1, 0) =

γn,1
2(n2 − nγn,1 − 1)

.
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We can repeat this procedure inductively. Having calculated µn,1(j, 0) and µn,1(n−
j, 0) for j = 1, . . . , k < n, we can use (5.6) to recover µn,1(k + 1, 0) and then
µn,1(n− k − 1, 0).

Next we prove a technical lemma which gives the asymptotic behavior of µn,m
as n→∞.

Lemma 5.3. Suppose k ≥ 0 and h > 0. Then

lim
n→∞

µn,m(k, h) = 0.

Proof : Assume k, h > 0. From (5.2) we have(
λn,m −

kh+ (n− k)(m− h)

nm

)
µn,m(k, h) =

(
1 + o(1)

) h
m
µn,m(k − 1, h) +O

(
1

n

)
as n→∞. From Proposition 5.1, we know that λn,m → 1 as n→∞. Hence

µn,m(k, h) =
(
1 + o(1)

)
µn,m(k − 1, h) +O

(
1

n

)
as n→∞. (5.7)

Now suppose for the sake of a contradiction that lim supn→∞ µn,m(k′, h′) = ε > 0
for some k′ ≥ 0 and h′ > 0. Then (5.7) implies that limj→∞ µnj ,m(k′ + 1, h′) = ε
along some subsequence n1, n2, . . . . Similarly, (5.7) can be used again to show that
limj→∞ µnj ,m(k′ + 2, h′) = ε along the same subsequence. Reasoning inductively
both forwards and backwards in k, it follows that limj→∞ µnj ,m(k, h′) = ε for all
k ≥ 0. In particular, for j large enough we have µnj ,m(k, h′) > ε/2 for 0 ≤ k ≤
d2/εe. Hence ∑k µnj ,m(k, h′) > 1, a contradiction. �

In the following proposition we calculate the pointwise limit of µn,m as the size
of the large partition tends to infinity.

Proposition 5.4. Let fγm be as in (1.1) with γm defined in Theorem 1.1. Then
for k ≥ 0

µ∞,m(k, 0) := lim
n→∞

µn,m(k, 0) =
1

2
fγm(k).

Proof : From Lemma 5.3 we know that limn→∞ µn,m(0, 1) = 0. Therefore it follows
from Propositions 5.1 and 5.2 that

µ∞,m(1, 0) =
γm
2
. (5.8)

Returning to (5.2) with k ≥ 1 and h = 0, we can write

λn,m µn,m(k, 0) = µn,m(k, 0)
n− k
n

+ µn,m(k + 1, 0)
k + 1

n+m
+ µn,m(k, 1)

n− k
n(n+m)

.

Rearranging this equation while using Proposition 5.1 again leads to

µn,m(k+1, 0) =
n+m

k + 1

(
µn,m(k, 0)

(
k

n
− γn,m
n+m

)
− µn,m(k, 1)

n− k
n(n+m)

)
. (5.9)

Letting n→∞ in (5.9) while recalling that γn,m → γm and µn,m(k, 1)→ 0 results
in

µ∞,m(k + 1, 0) = µ∞,m(k, 0)
k − γm
k + 1

.
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Now we can argue inductively starting from (5.8) to conclude that

µ∞,m(k, 0) =
γm
2

1

k!

k−1∏
j=1

(j − γm)

=
1

2
fγm(k), k ∈ Z+.

�

Finally we can give the proof of our main result.

Proof of Theorem 1.1: By the invariance under relabeling of the two opinions, we
know that µn,m(k, h) = µn,m(n− k,m− h). Hence Proposition 5.4 implies that

lim
n→∞

µn,m(n− k,m) = lim
n→∞

µn,m(k, 0) =
1

2
fγm(k), k ∈ Z+.

Since we know that fγm is a probability mass function, it follows from the Port-
manteau theorem that the QSDs for the voter model on Kn,m converge weakly as
n→∞ to the probability distribution where S attains a consensus of all “0” or all
“1” each with probability 1/2, and conditioned on the opinion of S, the number of
vertices in L which are of a different opinion has probability mass function fγm . �
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