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Abstract. We consider families of equivalent probability measures Q with a prop-
erty related to concepts known in the literature under different names such as
rectangularity or multiplicative stability. For the problems considered in this paper
such a property yields dynamical consistency. We prove under a weak-compactness
assumption with general filtrations and continuous processes that all semimartin-
gales have an additive decomposition as the sum of a predictable non-decreasing
process and a universal local supermartingale, by this concept we mean a pro-
cess that is a local supermartingale with respect to each element of Q. We also
show that processes having a supermartingale property with respect to a super-
additive nonlinear conditional expectation associated to the family Q are always
semimartingales under weak-compactness. These results are relevant in stochastic
optimization problems including optimal stopping under model ambiguity.

1. Introduction

The celebrated Doob-Meyer decomposition expresses a (local) supermartingale
as the difference of a (local) martingale and a predictable non decreasing process.
The structure of a supermartingale is in this way completely characterized and
historically, it was instrumental in achieving a general theory of stochastic integra-
tion. The ubiquity of supermartingales gives a prominent role to the Doob-Meyer
decomposition in applied contexts. In optimal stopping, value processes are super-
martingales and their non decreasing parts characterize optimal stopping times. In
mathematical finance, asset prices are modeled by a vector-valued semimartingale
process and the capital generated by admissible investment strategies are super-
martingales under appropriate equivalent changes of probability measures.
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In optimal stopping a reward process is represented by a stochastic process de-
fined in a filtered base. Typically, its probabilistic properties, such as finite dimen-
sional distributions, are uniquely determined when a unique a priori probability
measure is fixed. A meaningful situation in which it is inconvenient to take a
unique probability measure comes from economics. In decision theory, risk and
model risk lead to differentiated behaviors as illustrated by the famous Ellsberg’s
Paradox; see Ellsberg (1961). Under risk, or in more probabilistic terms, uncer-
tainty, one lies in the recipe just depicted of fixing a unique probability measure.
Under model risk, also known as model ambiguity or Knight uncertainty, one con-
siders a family of probability measures Q and each element is treated as a possible
model from which the “correct distribution” is approximated. Then, for each model
there is an expectation and value process of optimal stopping, the Snell envelope. A
reasonable procedure to blend together all such quantifications is already provided
in Epstein and Schneider (2003) axiomatic framework of dynamically consistent
robust utility functionals. It consists on taking a conservative point of view and
on each assessment always consider the worst possibility; in Remark 2.2 below, we
make this point more precise. Hence, it is necessary to move from a expectation
with respect to a unique probability measure to a superadditive non linear oper-
ator denoted by E↓ arising as an infimum over the complete family of probability
measures Q. The value process of optimal stopping under model ambiguity is the
so-called lower Snell envelope. It is defined as the infimum of all the Snell envelopes
with respect to each element of Q. Under dynamical consistency, it has a super-
martingale property with respect to the operator E↓ which we present more formally
after this section in equation (2.2). A natural question is about the structure of
processes having such a supermartingale property. Not just formally on consid-
ering the Doob-Meyer decomposition but also relevant in the context from which
it was motivated, optimal stopping under model ambiguity. It is possible for an
E↓-supermartingale not to be a semimartingale; see Treviño-Aguilar (2017). More-
over, even if an E↓-supermartingale is a semimartingale, an analogous structure
extending in all generality the Doob-Meyer decomposition fails. This was shown
in Treviño-Aguilar (2017) and here we will give a more systematic presentation of
this fact.

Its time to describe our goal in this paper. We present a “positive” result for
E↓-supermartingales. More precisely, we give general conditions under which an E↓-
supermartingale has a generalized Doob-Meyer decomposition as the sum of a non
decreasing process and a ‘universal’ Q-supermartingale, by this we mean a process
being a (local) supermartingale with respect to any probability measure inQ. There
are two main conditions and all refer to the classQ and not to the particular process.
The first is a stability property which leads to dynamical consistency, also known as
time consistency, of the operator E↓. The second is weak-compactness of associated
densities with respect to a reference probability measure. In a particular but generic
specification of the family Q, we illustrate how our condition of weak-compactness
is optimal. There are two theorems which combinated prove our claim. In the
first, Theorem 3.4, we show that any semimartingale can be compensated to be a
universal Q-supermartingale. In Theorem 3.6 we show that an E↓-supermartingale
is a supermartingale for some probability measure in Q, showing in particular that
it is a semimartingale.



A Doob-Meyer decomposition under model ambiguity 619

There are two classes of results in the literature we are aware of, that can be
seen as extensions-of/related-to the Doob-Meyer decomposition, in the sense we are
discussing here of taking into account a family of probability measures and not just
a fixed probability measure. We start with the celebrated Optional Decomposition
Theorem (ODT) which plays a fundamental role in stochastic finance. The ODT
provides a decomposition in terms of a stochastic integral andQ is the family of local
martingale measures of a semimartingale, interpreted as asset prices; see El Karoui
and Quenez (1995); Kramkov (1996); Föllmer and Kramkov (1997); Föllmer and
Kabanov (1998). In the most interesting case of incomplete markets, the family is
far from being weakly compact and it applies only to what here we call universal Q-
supermartingales. Cheng and Riedel (2013) study optimal stopping problems under
ambiguity. Building on Peng (1999, Theorem 3.3 and Corollary 3.12), they also
establish a generalized version of the Doob-Meyer decomposition. Their method is
based on Backward Stochastic Differential Equations on Brownian filtrations. None
of the results in the present paper are covered by the literature just mentioned.

After this introduction the paper is organized as follows. In Section 2 we fix nota-
tion and introduce the main concepts to be used throughout the paper. In Section 3
we present the main results of the paper postponing their proofs to Sections 6 and
7. In Section 4 we introduce the concept of “finite interaction” emphasizing the
role of Girsanov’s tranformations to achieve the goal of the paper. In Section 5 we
confirm and illustrate the general results of the paper in a concrete specification of
the family Q with more explicit decompositions.

2. Notations and setting

Now we introduce some notation. For T > 0 a positive real number, we fix a
stochastic base (Ω,F ,F = {Ft}0≤t≤T,P). We assume that the filtration F satisfies
the usual conditions of right continuity and completeness. We assume that the
probability measure P is 0 − 1 on F0. Expectation with respect to P is simply
denoted by E[·]. Equality of random variables always means P-a.s. equality. The
family of F-stopping times with values in the interval [0,T] is denoted by T . The
predictable σ-algebra defined on the set Ω × [0,T] is generated by the family of
F-adapted, continuous stochastic processes. This σ-algebra is usually denoted by
P; see e.g., Jacod and Shiryaev (2003, Section 2 a). For a predictable process ξ
and a semimartingale S we denote by ξ · S its stochastic integral. Without further
mention, we work in this paper with continuous semimartingales and denote by 〈·, ·〉
the predictable covariation process of two semimartingales. The quadratic variation
of a local martingale M is denoted by 〈M〉. Our main topic in this paper deals
with equivalent changes of probability measures and so we make repeated use of
densities, to the extend that we systematically identify the probability measure with
its density process. In particular, we define densities by Doléans-Dade stochastic
exponential defined as the solution to the stochastic differential equation dZ = ZdM
where M is a local martingale. In our setting, the process M is a continuous local
martingale and the solution to the stochastic differential equation, denoted by E(M)
is explicitly given by exp{M − 1

2 〈M〉}. Let L∞ be the class of random variables
which are essentially bounded.

For a process V of finite variation we denote by V = V +−V − the decomposition
arising from Hahn decomposition of measures, where V + and V − are non decreasing
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processes. We also denote by a+ the positive part of a number but this shall not
cause confusion, since we never take the positive part of a finite variation process.

The next concept introduces our first requirement for a family of probability
measures Q.

Definition 2.1. Let τ ∈ T be a stopping time and Q1 and Q2 be probability
measures equivalent to P. The probability measure defined through

Q3(A) := EQ1
[Q2[A | Fτ ]], A ∈ FT

is called the pasting of Q1 and Q2 in τ .
A family of probability measures Q is stable under pasting or simply stable if

every Q ∈ Q is equivalent to P, and if for each Q1 and Q2 in Q and any stopping
time τ ∈ T , the pasting of Q1 and Q2 in τ is an element of Q.

Definition 2.1 is a formulation presented in Föllmer and Schied (2004). It is essen-
tially related to the concept of rectangularity or m− stability (from multiplicative
stability); see Delbaen (2006). The family of equivalent martingale measures is
stable under pasting, and this property is crucial for the analysis of the upper and
lower prices of American options; see Föllmer and Schied (2004). The stability
concept appears also in the problem of representing time consistent risk measures;
see e.g., Föllmer and Penner (2006) for details and references.

Here and in the sequel we denote by L1(Q) the space of random variables which
are integrable with respect to a probability measure Q. For τ ∈ T , we denote by
L0(Fτ ) the space of finite valued Fτ -measurable functions. Let E↓[· | Fτ ] be the
non-linear conditional expectation defined by

E↓[· | Fτ ] := ess infQ∈QEQ[· | Fτ ]. (2.1)

An F-adapted process {Xt}0≤t≤T is a E↓-supermartingale if for each pair of
stopping times τ, θ ∈ T with P(τ ≥ θ) = 1 we have infQ∈QEQ[|Xτ |] <∞, and

E↓[Xτ | Fθ] ≤ Xθ. (2.2)

Remark 2.2. Some examples of E↓-supermartingales are
(1) universal Q-local-supermartingales defined as semimartingales which are

local supermartingales with respect to each Q ∈ Q. For simplicity we will
just say Q-supermartingales.

(2) Value processes of optimal stopping under model ambiguity from the point
of view of having a right. More precisely, for H an adapted process, its
lower Snell envelope is the “value process” of optimal stopping with respect
to E↓; see Föllmer and Schied (2004) for a systematic treatment in discrete
time. Thus, it is a stochastic process U↓ such that for t ∈ [0,T], it is equal
to

ess supτ∈T ,τ≥tE
↓[Hτ | Ft], P− a.s.; (2.3)

see Treviño-Aguilar (2012).
(3) Value processes of optimal stopping under model ambiguity from the point

of view of having an obligation. The upper Snell envelope is the “value
process” of optimal stopping with respect to the non linear expectation

ess supQ∈QEQ[· | Fτ ];

see Föllmer and Kramkov (1997) and Föllmer and Schied (2004).
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In these three examples the stability of the family Q is essential for the analysis of
the solution.

3. Main results

In this section we present the main results of the paper. In order to facilitate
the lecture we include the proofs in separate sections.

Let Q be a family of probability measures. In this section we assume the prop-
erties of the next assumption. We denote by σ(L1, L∞) the weak topology on
the Banach space L1. Recall that σ(L1, L∞) has as subbase the family of sets
{x ∈ L1 | |l(x−a)| ≤ ε} for ε > 0, a ∈ L1, and l a continuous linear functional. For
a presentation of weak topologies in Lp spaces and Dunford-Pettis characterization
of weak compactness see e.g., Bogachev (2007, Sections 4.7(ii) and 4.7(iv)).

Assumption 3.1. Let Q be a stable family of probability measures all equivalent to
P. Assume P ∈ Q and the family of densities

{
dQ
dP

}
Q∈Q

is σ(L1, L∞)-compact. Let

N be the class of all local martingales N such that E(N) is the density process of
a probability measure in Q. We assume N is convex.

Remark 3.2. Note that for any Z ∈ Q the stochastic logarithm defined as the
solution of the stochastic differential equation dL = 1

Z dZ is such that E(L) = Z;
see Revuz and Yor (1999, Proposition VIII (1.6)). As a consequence, a family
satisfying Assumption 3.1 can always be represented as Q = {E(N) | N ∈ N}.

Definition 3.3. A P-local-martingale M has a Q-compensator if there exists a
continuous non-decreasing process B such that M −B is a Q-supermartingale.

A semimartingale S has a Q-compensator if its continuous local martingale part
Sc has a Q-compensator.

The next theorem is our first main result. The proof is given in Section 6.

Theorem 3.4. Under Assumption 3.1 a P-semimartingale has a Q-compensator.

The weak-compactness assumption in Theorem 3.4 is optimal; see Theorem 5.4
below.

Corollary 3.5. Let S be a P-semimartingale. Then, it has a representation S =
S0 +X + C with X a Q-supermartingale and C a non decreasing process.

Proof : Take the canonical decomposition of S in the form S = S0 +Sc + V , where
S0 is an F0-measurable random variable, Sc is the continuous local martingale
part of S, and V is a process of finite variation on compact intervals. Let B be a
Q-compensator of Sc. Then, C = B+V + and X = S−S0−C prove the claim. �

The next theorem is our second main result. Together with Theorem 3.4, they
characterize the value process of optimal stopping under model ambiguity; see
Remark 2.2, second part. The proof is presented in Section 7.

Theorem 3.6. Let X be a E↓-supermartingale. Then, under Assumption 3.1 there
exists a probability measure Q∗ ∈ Q under which X is a local supermartingale.
Hence, X has a Q-compensator.

We close this section with a few remarks.
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Remark 3.7. Let us give some background to Theorem 3.6’s scope. Without the
compactness assumption, there are examples of E↓-supermartingales which are not
semimartingales; see Treviño-Aguilar (2017, 2018). Theorem 5.4 below shows that
a semimartingale does not necessarily have a Q-compensator.

Remark 3.8. The Doob-Meyer decomposition theorem and the ODT can be seen
related as briefly mentioned in the introduction. For example, in a Doob-Meyer
decomposition under some conditions the martingale part can be written as a sto-
chastic integral with respect to a semimartingale W that has been apriori given.
However there are important differences which we now discuss.

Generally speaking, in the Doob-Meyer decomposition the martingale part (or
more specifically the Q-supermartingale X in Corollary 3.5) does not necessarily
have such representation as stochastic integral, if not just because there is not an
apriori given W , then because such representation does not exist (consider Kunita-
Watanabe decomposition where there is an orthogonal complement to a stochastic
integral). In its formulation, the ODT applies only to Q-supermartingales and Q is
specifically a family of martingale measures for some apriori given semimartingale
W . But an E↓-supermartingale fails in general to be a Q-supermartingale as we
mentioned in Remark 3.7.

For the main motivation of the paper, model uncertainty, it makes sense to
consider families Q which are not necessarily a family of martingale measures and
they are within the scope of Corollary 3.5.

Remark 3.9. This is a follow up to Remark 2.2, second part. As we mentioned there,
the value process of optimal stopping under model uncertainty denoted U↓ is an
E↓-supermartingale. The stopping time τ∗ = inf{t ∈ [0,T] | U↓t = Ht} is optimal by
Treviño-Aguilar (2017, Thm 2.1 and Lemma 2.1). Thus, the stochastic set {U↓ =
H} is crucial for τ∗ and following classic terminology we call it the “stopping region”.
Under our Assumption 3.1 the process U↓ has a Doob-Meyer decomposition. Thus
making it possible to study the stopping region with semimartingale techniques.

Remark 3.10. Specializing to E↓-supermartingales arising as the value process
in Remark 2.2, second part, we see that this value process can be written as
U↓ = U↓0 + X + C where X is a universal Q-local-supermartingale and C a non
decreasing process. The family Q represents a set of priors in which a unique prob-
ability measure describing relevant distributions is uncertain and H is a reward
process. An interpretation of C is as the process accounting for model ambiguity.
At first glance its non-decreasing paths might appear as unreasonable, since it sug-
gests that as more information arrives ambiguity is not being reduced. However,
this counterintuitive fact just reflects that risk and ambiguity are differentiated
phenomena; see e.g., the discussion in Chen and Epstein (2002, p. 1406).

4. Finite interaction

It is to be expected that our concept of a Q-compensator is closely related to
Girsanov transformations of a semimartingale with respect to each member of the
family Q. In this section we formulate the concept of finite interaction in terms
of compensators in Girsanov’s transformations and establish equivalence with the
property of having a Q-compensator. The equivalent concept of finite interaction
will prove to be more convenient in some specific situations as in the model devel-
oped in Section 5.
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We use the generic notation Z for the density process with respect to P of a
probability measure Q in Q. Thus, Zt = E

[
dQ
dP | Ft

]
. We actually identify a

probability measure Q with Z so we write Z ∈ Q. The next definition is the main
concept in this section.

Definition 4.1. Let M be a continuous P-local-martingale. We say M has finite
interaction with Q if there exists a non-decreasing process B such that for all Z ∈ Q

1

Z
· 〈M,Z〉 −B is a non increasing process.

A semimartingale S has finite interaction with Q if Sc has finite interaction with
Q. If a semimartingale does not have finite interaction with Q, then we say it has
infinite interaction.

Theorem 4.2. Let S be a P-semimartingale having finite interaction with Q. Then
S has a Q-compensator.

Proof : Assume that S has finite interaction with Q. Under a Girsanov’s transfor-
mation with respect to Q ∈ Q, the semimartingale S satisfies

S = S̄c +
1

Z
· 〈M,Z〉+ V,

where S̄c = Sc − 1
Z · 〈M,Z〉 is a Q-local-martingale; see Protter (2005, Theorem

III.8.36 p. 133). There exists a non decreasing process B such that 1
Z · 〈M,Z〉

is dominated by B for all Q ∈ Q since Sc has finite interaction with Q. Then,
C = B + V + proves the claim. �

The next result is the converse to Theorem 4.2.

Theorem 4.3. Let S be a P-semimartingale. If S has a Q-compensator then S
has finite interaction with Q.

Proof : Let C be a non decreasing process such that X = Sc−C is a Q-supermart-
ingale. Under Q ∈ Q we have

X = S̄c +
1

Z
· 〈M,Z〉 − C,

where S̄c is a Q-local-martingale. Now we will show that 1
Z · 〈M,Z〉 − C is a non

increasing process. Let X = MQ −AQ where MQ is a Q-local-martingale and AQ
a non decreasing process. Then

S̄c −MQ = −AQ − 1

Z
· 〈M,Z〉+ C.

The left hand term is a Q-local-martingale while the right hand term is a process
of finite variation. Hence the left hand is a purely discontinuous martingale (see
Jacod and Shiryaev, 2003, Lemma I.4.14 (b)) and must be constant since it is
continuous (see Jacod and Shiryaev, 2003, Lemma I.4.13 (b)). Thus, S̄c = MQ and
−AQ = 1

Z · 〈M,Z〉 − C. Then, 1
Z · 〈M,Z〉 is dominated by C in the order of non

decreasing processes. Thus, Sc has finite interaction with Q. �
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5. A specific model

In this section we illustrate the scope of our main results in Section 3 and show
that the weak compactness assumption is optimal. To this end, we consider a
specific model for a family of probability measuresQ which is stable but initially not
necessarily weakly compact. Note that in this section we work with the equivalent
concept of finite interaction.

5.1. Definition of the family. The setting is as follows. We fix a continuous d-
dimensional local martingaleM with the representation property described in Jacod
and Shiryaev (2003, Definition III.4.22). Thus, ifN is a continuous local martingale,
then there exists a predictable integrable integrand ξ such thatN = ξ·M . Moreover,
we fix a family of probability measures Q satisfying the conditions of the following
assumption.

Assumption 5.1. Let Q be a convex family of probability measures equivalent to
the probability measure P which we assume is also an element of Q. Assume there
exists a predictable mapping (a set valued function) C : Ω × [0,T] ⇒ Rd taking
convex closed values such that the family of densities with respect to P of Q is given
by  q predictable

Z = E(q ·MT) q(t, ω) ∈ C(t, ω)
Z is a positive uniformly integrable martingale

 . (5.1)

The family Q defined above is stable; see Delbaen (2006, Theorem 1).

5.1.1. Convex sets. Given that a main ingredient in the definition of the family Q
is the convex valued mapping C, then, a few concepts from convex analysis are
necessary.

If C is a measurable mapping, recall that dom(C) is a subset of Ω× [0,T] where
C takes non-empty values.

We will assume a predictable “Motzkin decomposition” of the mapping C. It is
given by C = K+R where K is a predictable compact- convex-valued mapping and
R is a predictable closed- convex- cone-valued mapping; see Goberna et al. (2010,
Theorem 19) for characterizations of Motzkin decompositions. We will also assume
that 0 ∈ K.

5.2. Necessary and sufficient conditions for finite interaction. We need the next
lemma for the proof of Theorem 5.4 below. The proof of the lemma is an easy
exercise on measurable selections which by completeness is included.

Lemma 5.2. Let q be a predictable process which is a selection of C. Then, there
exists a predictable selection a of K and a predictable selection b of R such that
q = a+ b.

Proof : Take q a predictable selection of C. Define a mapping by

(ω, t)→ {(k, r) ∈ K(ω, t)×R(ω, t) | k + r = q(ω, t)} .
This is a predictable mapping due to Rockafellar and Wets (1998, Proposition
14.11). It is clearly closed-, convex-valued with full domain. By Rockafellar and
Wets (1998, Corollary 14.6), there exists a predictable selection which gives the
required decomposition of q. �
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For x, y ∈ Rd let (x, y) denote its usual inner product. The polar cone of a
convex set A is defined by

A∗ := {y | sup
x∈A

(x, y) ≤ 0}.

From Theorem 3.4 we know that under the assumption of weak compactness, all
semimartingales have a Q-compensator and equivalently by Theorem 4.2, that all
semimartingales have finite interaction with Q. In this section we do not assume
weak compactness and give a very explicit characterization of a semimartingale
having finite interaction with Q.

We will represent the covariation matrix (
〈
M i,M j

〉
)i,j≤d as m · F where F is

a continuous non-decreasing locally-integrable predictable process and m a pre-
dictable process taking symmetric and non-negative matrix values; see Jacod and
Shiryaev (2003, Proposition II.2.9).

It is classical to define equivalent changes of probability measures by density
processes {Zt}0≤t≤T defined as Doléans-Dade exponentials. Always a critical step
is to guarantee that the density process is a strictly positive and uniformly integrable
martingale. The next lemma provides a manageable tool to generate a dense set of
such densities. For two vectors a, b ∈ Rd we write (a,m · b) for the usual product
atmb, where at denotes the transpose of a.

Lemma 5.3. There exists a predictable (0,∞)-valued process b̄ such that for any
predictable process q with (q,m · q) ≤ rb̄, for r > 0, q ·M is a martingale with
bounded quadratic variation and the stochastic exponential E(λq ·M)T defines an
equivalent probability measure for any λ > 0.

Proof : There exists a predictable (0,∞)-valued process b̄ with (b̄ ·F)T ∈ L∞ since
F is locally integrable. Now E(λq ·M) is a uniformly integrable martingale for any
Rd-valued predictable process q with (q,m · q) ≤ rb̄. Indeed, in this case λq ·M
is a martingale of bounded quadratic variation and then a BMO-martingale; see
Kazamaki (1994, Section 2.6). Thus, the stochastic exponential is a uniformly
integrable martingale by Kazamaki (1994, Theorem 2.3 p. 31) and strictly positive
by Kazamaki (1994, (1.4)). �

The next theorem is the main result of this section. It determines the conditions
under which a semimartingale has finite interaction with Q so that it has a Q-
compensator. Note that the Motzkin decomposition of the mapping C is crucial and
the result is quite intuitive. Note also that we recover the conclusion in Theorem 3.4
from this result. We introduce a control measure defined by µ(l) := E[

∫
1ldF] for

l a predictable set.

Theorem 5.4. Let S = S0 +N+V be a P-semimartingale, where V is a process of
finite variation and N a P-local-martingale with representation N = η ·M . Then, S
has finite interaction with Q if and only if η is µ-a.s. valued in (mR)∗ and BT <∞
P-a.s. where B is the predictable continuous non decreasing process

B := sup
r∈K

(η,m · r)+ · F. (5.2)

Proof : Assume that η is µ-a.s. valued in (mR)∗ and BT <∞. Under a probability
measure Q ∈ Q with density process Z, the martingale N takes the form

N̄ +
1

Z
· 〈N,Z〉 ,
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where N̄ = N − 1
Z · 〈N,Z〉 is a Q-local-martingale. For Z = E(q ·M) we have

1

Z
· 〈N,Z〉 = (η,m · q) · F.

Represent q = a + b where a is K valued and b takes values in R; see Lemma 5.2.
Then

1

Z
· (N,Z) ≤ (η,m · a) · F, P− a.s.

Now

(η,ma) · F−B = (η,m · a)+ · F− (η,m · a)− · F−
{

sup
r∈K

(η,m · r)+

}
· F

≤
{

(η,m · a)+ − sup
r∈K

(η,m · r)+

}
· F

with the right hand side clearly non-increasing.
Conversely, assume that l = {η /∈ (mR)∗} is such that µ(l) > 0. Let J = {b ∈

R | (η,m ·b) > 0 and (b,m ·b) ≤ b̄} where b̄ is the predictable process of Lemma 5.3.
Note that dom(J) = l since R is cone valued. Let Jε = R ∩ {b ∈ Rd | (η,m · b) ≥
ε}∩{b ∈ Rd | (b,m ·b) ≤ b̄}. Then Jε is predictable and decreases for the parameter
ε. Moreover, J =

⋃
ε>0 Jε. Lets check the predictability of Jε. Let M : Ω×m ⇒ R

be defined by M(a) := {b | (b, a · b) ≤ 1} where m denotes the family of square
matrices of dimension d. Then M(b̄−1m) is predictable by Rockafellar and Wets
(1998, Corollary 14.14). Thus, the mapping {b ∈ Rd | (b,m · b) ≤ b̄} is predictable.

The mapping A1 := {b ∈ Rd | (η ·m, b) ≤ 1} is predictable by Rockafellar and
Wets (1998, Exercise 14.12 e)) so Aε := εA1 is predictable by Rockafellar and Wets
(1998, Theorem 14.13). Then, {b ∈ Rd | (η,m · b) ≥ ε} is predictable since it is the
closure of the complement of Aε.

We have just checked that Jε is predictable. Choose Jε with µ(Jε) > 0. There is
a selection of Jε on dom(Jε) by Rockafellar and Wets (1998, Corollary 14.6). Let b
be equal to a selection of Jε on dom(Jε) and zero otherwise. For λ > 0, let qλ = λb
and Zλ = E(qλ ·M). Note that Zλ defines an element of Q by Lemma 5.3. Then,
with positive probability

lim
λ→∞

1

Zλ
·
〈
N,Zλ

〉
T = lim

λ→∞
λ(η,m · b) · FT =∞.

Thus, S has infinite interaction with Q.
Now assume µ(l) = 0 but BT =∞ with positive probability. By Aliprantis and

Border (2006, Theorem 18.19) there exists a predictable process a∗ selection of K
with

(η(ω, t),m(ω, t) · a∗(ω, t))+ = sup
r∈K(ω,t)

(η(ω, t),m(ω, t) · r)+. (5.3)

Note that we can choose a∗ in such a way that

(η(ω, t),m(ω, t) · a∗(ω, t))+ = (η(ω, t),m(ω, t) · a∗(ω, t)),

since 0 ∈ K. Let ε2λ := 1 ∧ λb̄
(a∗,m·a∗) for λ > 0. Then,

aλ := a∗ελ (5.4)

is a predictable K-valued process and (aλ,m · aλ) ≤ λb̄, hence Zλ := E(aλ ·M)
defines an element of Q. Now

1

Zλ
· 〈N,Zλ〉 = (η,m · aλ)+ · F.
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We have that limλ→∞(η,m · aλ)+ = (η,m · a∗)+ pointwise monotonically. In par-
ticular, limλ→∞(η,m · aλ)+ · FT =∞ with positive probability. Hence, there is no
finite non-decreasing process C dominating { 1

Zλ
· 〈N,Zλ〉}λ>0. Thus, S has again

infinite interaction with Q. �

Remark 5.5. Consider the case in which Q is the set of equivalent local martingale
measures of a process S. Let X be a Q-supermartingale with P-canonical decom-
position X = X0 + M + V . Now consider the Kunita-Watanabe decomposition
of M to give X = X0 + ξ · S + N + V , where N is orthogonal to S. Well-known
arguments show that N must be zero. So X = X0 +

∫
ξdS + V . Take a density Z

of an element of Q that can be written as Z = E(L) where L is a P-local-martingale
orthogonal to S. Then

1

Z
· 〈ξ · S,Z〉 = ξ · 〈S,L〉 = 0.

Thus, we see that a Q-supermartingale has finite interaction with elements of Q
represented as stochastic exponentials.

The next corollary confirms Theorem 3.4 together with its Corollary 3.5. Tak-
ing into account the more explicit structure of Q in this section, it also identifies
compensators.

Corollary 5.6. If Q is weakly compact, then all P-semimartingales have finite
interaction with Q. Moreover, for each local martingale N there exists a probability
measure Q∗ under which N is a local submartingale and a Q-compensator is given
by (5.2) which is the finite variation process in the canonical decomposition with
respect to Q∗.

Proof : Our fist task is to verify that under the hypotheses of the corollary, the
conditions in Theorem 5.4 are satisfied for any semimartingale.

Under the conditions of the corollary, any predictable M -integrable process η
must be (mR)∗-valued, µ-a.s. In order to prove this property, we claim that

µ(dom(C0)) = 0, where C0 := {b ∈ R | (b,m · b) > 0}. (5.5)

Lets assume the claim (5.5) and show the required property. Note that (5.5) yields
(b,m · b) = 0, µ-a.s. for any R-valued predictable process b. For any such process,
its integral b ·M is constant and equal to zero since 〈b ·M〉 = (b,m · b) · F = 0,
P-a.s. Moreover, (η,m · b) ·F = 〈η ·M, b ·M〉 = 0, showing that η is (mR)∗-valued,
µ-a.s. Now we verify the claim (5.5). Let b̄ be as fixed in the proof of Lemma 5.3.
Let C1 = {b ∈ R | (b,m · b) = b̄}. Note that dom(C1) = dom(C0) since R is a cone
and b̄ is strictly positive. Take a predictable selection b0 of C1 on dom(C1) and
extend it otherwise identically equal to zero. Then, b0 ·M has bounded quadratic
variation and for λ > 0 the density E(λb0 ·M) defines an element of Q. It converges
pointwise to a random variable Z∗ which is equal to zero on the set {〈b0 ·M〉T > 0}.
By weak-compactness, Z∗ must be an element of Q so {〈b0 ·M〉T > 0} must be a
P-null event. Hence µ(dom(C1)) = 0 as claimed.

Now we prove that BT < ∞ where B is the process in (5.2). Let a∗ be a
predictable selection of K satisfying (5.3). Let aj be defined by aj = 1Dja

∗ where
for j ∈ N, Dj is the predictable set defined by Dj = {(a∗,m · a∗) ≤ jb̄}. The
densities Zj = E(aj ·M) define a sequence in Q. By monotone convergence aj ·〈M〉T
converges to a∗ · 〈M〉T P-a.s. Let V be the process defined in Lemma 6.2 for the
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family Q. Note that aj · 〈M〉T ≤ VT implying that a∗ · 〈M〉T < ∞. Thus, a∗ ·M
is locally a square integrable martingale. Now (aj ·M)T converges P-a.s. along a
subsequence to (a∗ ·M)T due to Jacod and Shiryaev (2003, Theorem I.4.40). As a
consequence, Z∗ := E(a∗ ·M) ∈ Q. We have that infs Z

∗
s > 0 and 〈Z∗, η ·M〉 is a

process of finite variation by Jacod and Shiryaev (2003, Theorem I.4.2 p.38). Thus
1
Z∗ · 〈Z

∗, η ·M〉 is a process of finite variation which is equal to B due to (5.3).
Hence BT <∞, P-a.s.

For the last claim take the probability measureQ∗ determined by Z∗ and consider
the Girsanov’s transformation of N with respect to Q∗. �

5.3. A counterexample. In Remark 3.7 we claimed the existence of stable families
of probability measures Q such that there are P-semimartingales without a Q-
compensator. In this subsection we give a specific example of this fact that in
particular show that the weak-compactness assumption in Theorem 3.4 is crucial
and cannot be dropped out.

Let M be a continuous P-local-martingale with M0 = 0 and with the represen-
tation property described in Jacod and Shiryaev (2003, Definition III.4.22). Let
K(ω, t) = {0}, R(ω, t) = R+ and C(ω, t) = R+ for (ω, t) ∈ Ω × [0,T]. With this
specification we define a family Q of probability measures as in Subsection 5.1. Let
S = M so St =

∫ t
0
ηtdMt with η ≡ 1. It is clear that S is a P-semimartingale.

Moreover, S has infinite interaction with Q. Indeed, by Theorem 5.4 there are
two conditions that S has to satisfy and the first clearly fails (η must be (mR)∗-
valued µ-a.s.) since for our specific choice η ≡ 1 and (mR)∗ = (R+)∗ = R−. As a
consequence, S does not have a Q-compensator due to Theorem 4.3.

6. Proof of Theorem 3.4

In this section, let Q be a family of probability measures satisfying Assump-
tion 3.1. Let N be the class of all local martingales N such that E(N) is the
density process of a probability measure in Q. The family Q then can always be
represented as Q = {E(N) | N ∈ N}; see Remark 3.2.

The next lemma shows that the Assumption 3.1 yields a property for the class
N known as predictable convexity; see Föllmer and Kramkov (1997).

Lemma 6.1. The class N is predictably convex: For any predictable process h
taking values in the interval [0, 1] and N1, N2 ∈ N we have N = h·N1+(1−h)·N2 ∈
N .

Proof : We denote by A the class of predictable sets generated by finite unions of
the stochastic intervals J0AK and LT1, T2K for A ∈ F0 and T1, T2 stopping times.
For two sets A and B let A∆B denote their symmetric difference. We start with
the case h = 1A where A is a predictable set. The proof is based on Delbaen
(2006, Lemmas 2 and 3) but there are some additional details to be solved. Let
µ be a predictable measure such that dP⊗ d

〈
N1
〉
and dP⊗ d

〈
N2
〉
are absolutely

continuous with respect to µ. Let Ak be a sequence of predictable sets in A such
that µ(A∆Ak) converges to zero. It is clear from the stability of Q that Nk ∈ N
for

Nk = 1Ak ·N1 + 1Ack ·N
2.
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Moreover, Nk
T , respectively

〈
Nk
〉
T, converge in probability to NT, respectively

〈N〉T; this can be shown by adapting the proof of Jacod and Shiryaev (2003, Propo-
sition III.6.9) as follows. Let Mk = N −Nk so〈
Mk
〉

= (1A−1Ak)2 ·
〈
N1
〉
+2(1A−1Ak)(1Ac−1Ack)·

〈
N1, N2

〉
+(1Ac−1Ack)2 ·

〈
N2
〉
.

Hence
〈
Mk
〉
T converges in probability to zero and along a subsequence, which we

do not relabel, the convergence is P-a.s. Then, for a localizing sequence {Tn}n∈N
of N1 and N2 we have

lim
k→∞

E[〈Mk〉Tn ] = 0.

Now ET(NTn) is the pointwise limit of ET((Nk)Tn). From this, we easily obtain that
ET(N) determines a probability measure in Q by weak compactness and N ∈ N .
The general case of a predictable h follows now as in Delbaen (2006, Lemma 11). �

Lemma 6.2. Let

V := ess sup {〈N〉 | N ∈ N} . (6.1)

Then, V is a continuous non-decreasing process with VT <∞ P-a.s.

Proof : For the definition of V we first precise the meaning of ess sup in the sense
of Dellacherie (1978). By Dellacherie (1978, Theorem 2) there exists a sequence
{N i}i∈N ⊂ N such that V = supi

〈
N i
〉
and by the predictable convexity of N

proved in Lemma 6.1 this sequence can actually be taken monotone increasing in
the order of non decreasing processes. Note that this already implies that V is
a non-decreasing process. For A := {VT = ∞}, we must show P(A) = 0. To
this end, we claim that it is possible to derive from {N i}i∈N a further sequence
{Ñk}k∈N ⊂ N with the property

A ⊆
{

lim
k→∞

(Ñk
T −

1

2

〈
Ñk
〉
T
) = −∞

}
. (6.2)

In this case we obtain for Zk = ET(Ñk) that

lim
k→∞

E[Zk1A] = E[ lim
k→∞

Zk1A] = 0,

where the first equality is due to the uniform integrability and the second by (6.2)
and the definition of Zk. Let Z∗ be the weak limit of Zk along a subsequence, so
Z∗ ∈ Q. Then

E[Z∗1A] = lim
k→∞

E[Zk1A],

implying that P(A) = 0. In order to show (6.2) we go through several steps.

(1) Let

Ti,j := inf{t ∈ [0,T] |
〈
N i
〉
t
≥ j}, inf ∅ =∞.

We clearly have that

A =
⋂
j

⋃
i

{Ti,j <∞}.
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An equality from which we derive the existence of increasing subsequences
{ik}k∈N and {jk}k∈N with

∞∑
k=1

j
− 1

3

k <∞ (6.3)

∞∑
k=1

P (A∆ {Tik,jk <∞}) <∞. (6.4)

We sketch how to verify (6.4). Note that A =
⋂
j∈N{VT ≥ j} so

lim
j→∞

P({VT ≥ j} \ A) = 0.

Also, {VT ≥ j} =
⋃
i∈N{Ti,j <∞} so

lim
i→∞

P({VT ≥ j} \ {Ti,j <∞}) = 0.

For ε > 0 let j(ε) be such that

P({VT ≥ j(ε)} \ A) ≤ ε/2,

once j(ε) has been fixed, let i(ε) be such that

P({VT ≥ j(ε)} \ {Ti(ε),j(ε) <∞}) ≤ ε/2.

The obvious inclusion

A \ {Ti(ε),j(ε) <∞} ⊂ {VT ≥ j(ε)} \ {Ti(ε),j(ε) <∞}

yields P(A \ {Ti(ε),j(ε) <∞}) ≤ ε/2. The inclusion

{Ti(ε),j(ε) <∞} \ A ⊂ {VT ≥ j(ε)} \ A

yields P({Ti(ε),j(ε) < ∞} \ A) ≤ ε/2. To conclude the verification of (6.4)
select a summable sequence of positive ε’s. To obtain simultaneously (6.3)
and (6.4) we choose conveniently a sequence satisfying (6.3) and then ex-
tract further subsequences through a diagonalization argument.

(2) Take increasing sequences {ik}k∈N and {jk}k∈N satisfying (6.3) and (6.4).
Let Ñk be defined by Ñk

t = N ik
t∧Tik,jk

. We claim

VT = lim
k→∞

〈
Ñk
〉
T
.

Indeed, for all k′ > k we have {VT < jk} ⊂ {Tik′ ,jk′ = ∞}. Hence, on

{VT < jk} we have
〈
Ñk′

〉
T

=
〈
N ik′

〉
T showing the claim on Ac. The

equation (6.4) yields that the set

lim sup
k→∞

[A∆ {Tik,jk <∞}]

is P-null due to Borel-Cantelli lemma. Then, the following set is also a null
set

lim sup
k→∞

[A ∩ {Tik,jk =∞}] .

This means that outside a null set, for ω ∈ A exists k0(ω) such that for
k ≥ k0(ω) it follows that Tik,jk(ω) < ∞. Hence, N ik

Tik,jk
evaluated in ω is

equal to jk which clearly diverges to ∞. This shows the claim on A for
k →∞.
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(3) Without loss of generality assume E

[〈
Ñ1
〉 1

2

T

]
> 0. Let λk =

j
1/3
k CE

[〈
Ñk
〉 1

2

T

]
where C is the constant in Burkholder-Davis-Gundy in-

equalities. Then

P
(∣∣∣Ñk

T

∣∣∣ ≥ λk) ≤ 1

λk
E
[∣∣∣Ñk

T

∣∣∣] ≤ 1

λk
CE

[〈
Ñk
〉 1

2

T

]
= j
− 1

3

k , (6.5)

where we obtain the first inequality from Doob’s maximal inequality and
the second follows from Burkholder-Davis-Gundy inequalities. Note that

A \ lim inf
k→∞

[{∣∣∣Ñk
T

∣∣∣ < λk
}
∩ {Tik,jk <∞}

]
=A ∩

(
lim inf
k→∞

[{∣∣∣Ñk
T

∣∣∣ < λk
}
∩ {Tik,jk <∞}

])c
=A ∩ lim sup

k→∞

[{∣∣∣Ñk
T

∣∣∣ < λk
}c
∪ {Tik,jk <∞}c

]
= lim sup

k→∞

[(
A ∩

{∣∣∣Ñk
T

∣∣∣ ≥ λk}) ∪ (A ∩ {Tik,jk =∞})
]
.

The equations (6.3) and (6.4) together with (6.5) yield that lim sup in the
last equality is P-null. Hence

A ⊆ lim inf
k→∞

[{∣∣∣Ñk
T

∣∣∣ < λk
}
∩ {Tik,jk <∞}

]
, P− a.s. (6.6)

(4) Now (6.2) will follow after we verify that

lim inf
k→∞

[{∣∣∣Ñk
T

∣∣∣ < λk
}
∩ {Tik,jk <∞}

]
⊆
{

lim
k→∞

(
Ñk

T −
1

2

〈
Ñk
〉
T

)
= −∞

}
.

We estimate

Ñk
T −

1

2

〈
Ñk
〉
T

= (Ñk
T − λk) +

(
λk − 1

2

〈
Ñk
〉
T

)
.

The first term on the right hand side is non positive on
{∣∣∣Ñk

T

∣∣∣ < λk
}
(which

has probability close to one due to (6.5)). For the second, note first that
λk ≤ Cj

5
6

k and on the event {Tik,jk <∞} we have
〈
Ñk
〉
T

= jk and

λk − 1

2

〈
Ñk
〉
T
≤ Cj

5
6

k −
1

2
jk.

Hence, on the event
{∣∣∣Ñk

T

∣∣∣ < λk
}
∩ {Tik,jk <∞} we have

Ñk
T −

1

2

〈
Ñk
〉
T
≤ Cj

5
6

k −
1

2
jk.

The previous inequality implies the required inclusion in this step since
limk→∞(Cj

5
6

k −
1
2jk) = −∞.

(5) It only remains to show that V is a continuous process. This follows from
the fact that the paths of

〈
N i
〉
converge uniformly to the paths of V on

Ac.
�
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The next lemma concludes the proof of Theorem 3.4. For a process of finite
variation V we use the notation Vtv for its total variation process: Vtv = V + +V −.

Lemma 6.3. Let L be a local martingale. Then

B = ess sup {〈L,N〉 | N ∈ N} (6.7)

is a non-decreasing process, BT <∞, and is a Q-compensator of L.

Proof : One easily sees from Lemma 6.1 that the family {〈L,N〉 | N ∈ N} is pre-
dictably convex. Moreover, for any N ∈ N the process 〈L,N〉+ is an element
of the family. Indeed, there exists a predictable set p ⊂ Ω × [0,T] such that
〈L,N〉+ = 1p · 〈L,N〉 and certainly 1p · N ∈ N . Thus, in the essential supre-
mum of (6.7) one can restrict to elements N with a non-decreasing bracket 〈L,N〉.

By Kunita-Watanabe inequality, see e.g., Protter (2005, Theorem II.25 p.69), we
have

〈L,N〉tv ≤
√
〈L〉
√
〈N〉

≤
√
〈L〉
√
V,

where V is the process defined in Lemma 6.2. As a consequence, the process (6.7)
is non-decreasing continuous and satisfies BT <∞, as claimed.

For N ∈ N consider the Girsanov transformation of L with respect to Z = E(N)

L = L̄+
1

Z
· 〈L,Z〉 = L̄+ 〈L,N〉 ,

where L̄ = L− 1
Z · 〈L,Z〉 is a Q-local-martingale. By construction 〈L,N〉 −B is a

non-increasing process. Thus, B is indeed a Q-compensator of L. �

7. Proof of Theorem 3.6

Proof : We will take T = 1. Assume first that X is bounded. Let Dn = { i
2n |

i = 0 . . . 2n} and D =
⋃∞
n=1Dn. The restriction of X to each Dn is a E↓-

supermartingale. Then, there exists a probability measure Qn ∈ Q such that X is
a Qn-supermartingale on Dn, due to Riedel (2009, Lemma 6). Thus, for t, s ∈ Dn

with t > s we have

EQn [Xt | Fs] ≤ Xs.

Let {Qn}n∈N be a sequence of probability measures constructed in this way con-
sidering the sequence of dyadic numbers {Dn}n∈N. By taking a subsequence if
necessary, assume the sequence of densities converges weakly to a density defining
a probability measure Q∗ ∈ Q. Lets see that X is a Q∗-supermartingale when
indexed by times in D. For t, s ∈ Dn0 with t > s and A ∈ Fs we have

EQ∗ [Xt1A] = lim
n→∞

EQn [Xt1A] ≤ lim
n→∞

EQn [Xs1A] = EQ∗ [Xs1A].

Hence, we have EQ∗ [Xt | Fs] ≤ Xs, showing the claim for times in D. Now the
E↓-supermartingale property transfers to the interval [0,T] by the right continuity
of X. Take t ∈ [0,T), s ∈ D with s < t and A ∈ Fs. For {tn}n∈N ⊂ D decreasing
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to t, we have

EQ∗ [lim sup
n→∞

EQ∗ [Xtn1A | Fs]] ≥ lim sup
n→∞

EQ∗ [EQ∗ [Xtn1A | Fs]]

= lim sup
n→∞

EQ∗ [Xtn1A]

= EQ∗ [Xt1A]

= EQ∗ [1AEQ∗ [Xt | Fs]],

where in the first inequality we have made use of Fatou’s lemma while in the second
equality, Lebesgue’s dominated convergence theorem and the right continuity of X.
Then, lim supn→∞EQ∗ [Xtn | Fs] ≥ EQ∗ [Xt | Fs]. Hence Xs ≥ EQ∗ [Xt | Fs].
Now take a sequence {sn} ⊂ D decreasing to s ∈ [0, t). Then, by taking a further
subsequence if necessary

Xs = lim
n→∞

Xsn ≥ lim
n→∞

EQ∗ [Xt | Fsn ] = EQ∗ [Xt | Fs].

Now the general case follows from usual localization arguments. Let {Tn}n∈N be
a sequence of stopping times increasing to T such that XTn is bounded. From
the previous step there exists Qn ∈ Q such that XTn is a Qn-supermartingale.
We can assume that the sequence {Qn} weakly converges to Q∗ ∈ Q by taking a
subsequence if necessary. Now for θ and τ stopping times with θ ≥ τ we have

EQ∗ [X
Tn
θ −X

Tn
τ ] = lim

m→∞
EQm [XTn

θ −X
Tn
τ ] ≤ 0.

Thus, XTn is a Q∗-supermartingale. �
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